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)" INTRODUCTION

It is not often that we can formulate evolution equati~

pertinent to nonlinear phenomena admitting exact special

solutions.

Aroong these equations the following are, for instance,

of great interest both in physical application9 and from a

roatheroatical point of view (see review articles [l] , [2J and

[3J ):

i) The Korteweg-de Vries equation [4, 5J

(1.1 ) U + U U + au = O
t x xxx

and its modified forro [61

(l. 2)
2

u + U U + au = O,t x xxx

where u=u (x, t)1 a is the dispers i ve parameter [7) and

subscripts indicate partial derivatives.

ii) The so-called sine-Gordon equation [8,lJ

(l. 3) u = a sinau,tx

and Liouville's equation [9]

(l. 4)
aU

U = a e
tx

where ~ and (] are constants.

AlI the aforesaid nonlinear differential equations afford

exact self-similar solutions, Le. solutions of the form u·u(~),

where ~ = x + V t and v is a (real) constant.

When suitable asymptotic conditions on u(~) are fulfilled,

u(~) is usually called a solitary wave solution [lJ and plays

a central role in many branches of science, as for example
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solid state and plasma physics, and biologica l systems ([1,3J

and [lO] ).
Besìdes the abovementio~ed equations, in recent years

other interesting, but analYi:ically more intractable, evolution

equations referred to nonlin· '·r phellumena have been intro 

duced [3], as the modified siuè-Gordon equation

(l. 5) u = a sinau + bu + c,
tx

which is pertinent to the so-called massive Schwinger model

(see [Il] and references quoted therein).

In most cases, where(l.S) is a particular example, ~t

self-similar solutions far nonlinear evolution equations can

not be obtained in terms of known functions. However such

solutions may be given sometimes provided that of course new

functions are defined. But this is a ticklish question, since

introducing new functions.is generally satisfying only if

their use goes beyond the specific context we are concerned

with, that is at present the problem of finding special so

lutions of certain nonlinear differential equations.

Adopting this philosophy, in this paper we have intro

duced the new function

(l. 6) 1/l(a,e,y;x)
a-l

t
r, -t y]
LI - (l -:e) ,

where a, 6 and y are free parameters, which arises in a nannal

way when looking for an exact self-similar solution of the non

linear wave equation

(l. 7)
-u e-lu = a e + bu ,

tx

a, band B being constants, It should be remarked that (1.7)
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may be regarded as an extended form of Licuville's equation

(l. 4) •

Notice that from (l. 6) one has al 50
('" -l.;,xz

(l. 8) 1jJ(a,e,y;x) Cl dz a-l'l 1·-
e

}= x z t-
()cz) e

l

and

(l. 9) 1jJ(a,e,y;x) l - l -

T h e s e formulae wil1 prove he1pfu1 later.

One of the main characteristics of the function ll.6),

whicn has 5trongly affected the present inve5tigation, is

that of covering a series of both known and new special

functions and certain functional relations connected with

them. As for instance, when y~l (1.6) reduces to the in 

complete Gamma function [12] and for y = -l, e = o (1.6)

becomes the so-called Debye function (5ee"o§6). In other words,

studying the properties of the function (1.6) means provid

ing insight into the properties of a whole family of (old

and new) special functions of physical and matheaatical

interest. Specifically, theaim of this work is to deri~e

some of most significant relations concerning the function

(l. 6), laying stress on what these becorne when the par3llle.ters

a, e and ~ are suitably specialized.

For simplicity's sake, here we have assumed that a,e,y

and x are real, being understood that theo latter is non

negative. Furthermore, we have res.tricted ourselves to con

sider only real values of 1jJ(a,e,y;x). This implies that

e-t < te for any t verifying x S t < + ~. To this end, we
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show below that the integraI (1.6) can also be extended to

the interval (O, +~) open on the left. We have the following

PROPOSITION 1.1. Suppose that -e < a <.0

Then the integraI

and a > - IBI.

[.. a-l -t y
(1.10) l -(l e

)t -
t a

exists for any (real) value of the oarameter y ••

Proof. As we have previously said, here we are interested

only in dealing with real values of the function (1.6). In

order that this occurS for any y, we shouId require that

(1.11) t -a e-t l< •

Since the function t-ae- t takes its maximum value at

t = - a > 0, the limitation (1.11) implies that

(1.12) - e < a < O.

Furthermore
J

since

+
as t + ° , the assertion is proved.

PROPOSITION 1.2. When a = 0, the integraI (1.10) exists for

y > O,a > ° and fory < O,a > Iyl.

Proof. The first part of the lemma is obvious. The second

part arises from

+
as t + ° .
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The extension of the funetion (1.6) and its basià re

lations to eomplex variables will be given elsewhere.

Let us e10se this seetion with a brief remark. As a

wide class of known functions can be interpreted in the

1ight of group theory (see, :jr examp1e, [13J), 50 one might

investigate whether the same happens for the funetion (1.6).

We sha11 be eoncerned with this cha11enging prospeet in the

near future.

2. SELF-SIMILAR SOLUTIONS FOR THE NONLINEAR WAVE EQUATION
-u ~-lu = ae + bu •

tX

Consider the nonlinear partial differential equation

(1.7) in l + l 5pace-time coordinate system, where u = u(x,t)

and a, b and ~ f O are rea l parameters.

We shall look for self-similar solutions of (1.7). In

doing so, let us put u =u(,) in (1.7) where ,= x + vt.

Then (1.7) transforms into the ordinary differential equation

(redueedform of (l.Z)):

(2.1) 1 2
i V U, =

-u-ae +
b
~

c being an integration constant.

By choosing c = O and

(2.2) l
2a

v = k > O,

(2.3)

(2.1) yields

b
~a

= l ,
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(u - !
Il -t 2

(2.4) À(F; ) jdt
-2 Cl

e
)- F; = ± t -

o te
u

o

with the case e , 2. Using a simple

(In the

front of

_ 1

k ~ a~_ F; is a constant.
o

select the positive sign in

where u _ U(F; ), À =
o o

following, we shall

the integraI (2.4~.

First let us deal

trick
J

(2.4) reads

(2.5)
2

= 2-e
2-1l

u-2-
Il

+ dt t- 2:
-t

1-(1- e
te

-l -
) +con5't.

Taking account of (1.6), (2.5) can be written as

(2.6)
2

2-1l

2-1l
U -2- ( 2- e 1 •

+ ~ 2 ,Il, - " U) + consto

At this stage it is instructive to treat some special

cases of (1.7), namely:

a) Case Il = 2.

Equations (1.7) and (2.1) become respectively:

(2.7)
-u buu = ae + ,

tx

and

(2.8) 1 2 -u
~ bu

2
~ vu = -ae + + c.

F;

From (2.8) we obtain for c = O:

r

u
-t - !

(2 .9) À (F; F; ) = dt
-l

(l
e

)- t -o
t ll

J uo
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where b = la and ~ is a constant.
o

Following the same procedure previously used, we are

led to the expression

(2. lO) = R.n u
-l

t

r
l - (l -

-t
e

2
t

) + consto

Equation (2.10) reads al so

(2.11) Àt = R.n u + ~(0,2, - ~ u) + const,

where ~(0,2, -~; u) is defined by (1.6).

Remark 2.1. An explicit solution of the form (2.11)

holds al so for the equation

(2.12) -ww = p e + q W + r ,tx

p, q and r being constants.

In fact, by carrying out the substitution w = u - ! ,
!. q

(2.12) transforms into (2.7), where a = p eq and b = q.

b) Case e = L

Equations (1.7) and (2.1) read respecitvely

(2.13 )

and

(2.14)

-uu = a e + b
tx

2 -u
~ v u

t
= -a e + bu + c.

cThe change of variable u = w - b transforms (2.14) into

the equation

(2.15)
2

~ v w
t

C
t:" -w= -a e U e + bw.
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Choosing then c = b
b

ln a
from (2.15) one has

(2.16)
2

h w~
-w

= w - e

v
where h = -2b

Equation (2.16) provides

r.. -! -t -ì
e

(2.17) jJ(~ - ~ ) =' t ( l - )
o t

wo

h-ìwhere jJ =

From (2.17) one gets

(2.18)
1

À~ = 2w' +
-!t l - (l 

1-

-t
e

t

- ~ -
) + const,

where w = u + ln ~ .
a

Finally, taking account of (1.6), (2.18) can be written

as

(2.19)
1

À~ = 2w i
+ w(ì, l, -1; w) + consto

c) Case b = O.

In this case (1.7) specializes to Liouville's equation

(1.4), whilst (2.1) becomes

-u
-e + l,=2

k u~

w h e r e k is given by (2.2) and c has been chosen equal to a.
(2.20)

Equation (2.20) yields
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1
-2

dt ( 1 _ e-t)

The integraI òn the right of (2.21) can be expressed in terms of

the function (1.6) as follows

(2.22) (l,O,-!;u ) •
o

Using (2.22), from (2.21) we obtain

(2.23) .À~ = u + lf (1,0 ,-!;u) + consto

The function 41(1,0 -!;u) can be expIicitIy determined in terms

of elementary functions. In fact, since

(2.24) f
u 1 1

-t -2 -u 2
u dt{l-e ) = -2 ~n [l-{l-e ) 1

o

.l
-u 2

-u+2 .en [l-{l-e o)] +u
O

from (2.22) and (2.24) we obtain

(2.25)

where tke constant on the right is given by

(2.26) 2 lim [ t + e.n [l-{l-e-t)!JJ
t-';+ ..,

= -2 en 2.
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Now let us go back to (2.23). In view of (2.25) we have

(2.27)

where

-u
e

[ -U)1J2l-(l-e

-u
o

(2.28) A =
e

[
-u! J2

l-(l-e o)

•

Finally, by means of simple calculatinns, (2.27) allows us to

obtain the following expression of u in terms of ~ :

3. SERIES REPRESENTATION OF '" (J., ~,~ ;x) IN TERMS OF INCOMPLETE GAMMA

FUNCTIONS.

Let us consider the binomial expansion

(3.1) (1 - 1 + 1

00

L.
n=l

,.,
I (n- ò" )

n!

-nt
e

n~t ,

where the series on the right is uniformly convergent for t ~ x,
-x ~

x being any fixed number such that e < x' •

n=l

\Ve can thus write

~l""7'77" L.re-n
r (n- K' )

n! r:
x

o( -nP-.-l -nt
t re.
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Therefore. the use of the following integraI representa

tion for the incomplete r-function [14J

v-l -Ilt
t e ,

x

for x > O and Rell>O, leads us to the expression

(3.3) ljJ(a,~,y;x)
l= - --=--

re -Y)

r(n-y) nn~-~r(a-n~,nx).

n!

Obviously, in the special case y = m, where m is a

positive integer, the expression (3.3) reduces to a finite

sum of incomplete r-functions, specifically:

(3.4) t/J(a,~,m;x) m (m)n nS-a
= - L (-l) n r(a-nS,nx).

n=l n

4. A RECURRENCE RELATION.

The following recurrence relation holds:

(4 . l) ( l ll) ( )- 1jI a,S,Y;X
a

= -
l
a

ax 1- (1- +

+ 1.;- 1jI(a+l,S,y;x) - 1jI(a+l,s,y-l;x)-~1jI(a,S,y-l;x)]
a -

for a 'I O.

In fact, from (1.6) we can write

1jI(a,S,y;x)

which yields

-t
) (l _ e

t
S

y-l

) ]
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(4. 2)
(

J dt
x

-t
a-S-l -t e

t e (1-
t

S

y-l

) =~(a,S,y;x) - ~(a,S,y-l;x).

Furthermore, integrating by parts we obtain from (1.6):

(4 .3) ~(a,S,y;X) = -

-t
e

+

y

+ -
a

(=

J dt
x

y-l
)

for al' o.

Now using (4.2), the integraI on the right hand side

of (4.3) can be exptessed as

(4.4)
(=

I dt
J x

y -l

) =

= ~(a+l, S,y;x) -Ha+l, S,y-l ;x)+s [Ha, S,y;x)-Ha, S,y-l ;X)]

Finally, inserting (4.4) into (4.3) we get the recurrence

formula (4.1).

Notice that for y = l, the relation (4.1) gives for any

value of a and S:

(4 .5) r(a-S+l,x) a-S-l -x= x e +(a-s)r(a-S,x),

which is the well-known recurrence relation for the incomplete

r-function [15J.
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S. SOME INTEGRALS INVOLVING Ha,fl,y, ;x).

In this section, we derive some integrals involving the

function (1.6).

The following theorems hold:

THEOREH 5.1. Let a 2 , fl and y be (real) arbitrary parameters.

Then the following relation holds:

(S. l)
r~

Jdt t al -
l

~(az,fl,y;t)
'!

=

=

for al I O and x > O such that -x
e fl

< X •

Proof. The proof of (5.1) is easily obtained by integration

by parts, and using the fact that

lim tal~(az,fl,y;t) = O,
t~+QO

for a l > O.

Remark 5.2. From (5.1) one obtainSfor y = l:

(5 .2)

which produces the well-known relation [16Jfor the incomplete

r-function:

(5.3)
r a -lI dt t l r(az-fl,t) =
)0
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1.2

Using THEOREM 5.1, on the basis
•we are led to the folloWlng

of PROPOSITIONS 1.1 and

COROLLARY 5.3. Let a and 6 be such that -e < 6 < O and a>-161.

Then

(5.4)
(

~(a,6,y;0) ; Jdt ~(a-~,6,y;t)

o

for any value of y.

COROLLARY 5.4. The relation (5.4) holds al so when 6 ; O,

provided that y > O, a > O or y < O, a > Iyl.

THEOREM 5.5. Assuming alI the hypotheses of Theorem 5.1,

then the following transform holds:

( -nt
J dt e ~(a,6,y;t)

l -nx
; e ~ (a,e,y;x)

n
x

nl
I

n k;O(5.5)

l
+-

n
n k k+ .+l( n Xk) U-n) 6-c>I I (-l) J j r (-U-n)6+a,jx),

r-l j~l k j

where n is a positive integer.

Proof. Consider the function e-nt ~(a,6,y;t) , n being a

positive integer, and integrate by parts from x > O to infinity.

One has

(

I dt
I x

-nt l
e ~(a,6,y;t) Z n

-nx
e ~(c>,6,y;x)

l
n

(~

I dt
I x

a -l
t

-nt
e

(5.6)
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Now, by using the relation

(5.7)
-nt

e--
t

ne
=

n

L
k=O

k

)

Eq. (5.6) becomes

(5.B)
( -nt
J dt e ~(a,e,y;t) =

x

l
n

l -nx
n e ~(a,e,y;x)

J
. -

n k n
L (-l) ( ~(a+ne,e,y+k;x)-~(a+ne,e,k;x)

k=O k - -

Since k is a nonnegative integer, we may express

~(a+ne,e,k;x) as a finite sum of incomplete r-functions, namely

(5.9) ~(a+ne,e,k;x) 2 Ì (_l)j+l( k
Jo

)j (j-n)e-arCCn-j)e+a,jx) .
j=l

Inserting (5.9) into (5.B), one achieves the result (5.5).

THEOREM 5.6

"Suppose that the conditions -e < e < o~ a ~ - IeI~

valido Then one has

(5.10)
( -t
J dt{-e ~(a,e,y;t)

o
- ~(a-l,e,y;t) + ~(a+e-l,e,y;t)

-~(a+e-l,e,y+l;t)} = r(a),

for any value of the parameter y".
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By putting n=l in (5.5), we obtaln

-t -x
dt e ~(a,a,y;t) = e ~(a,a,y;x)-~(a+a,a,y;x) +

'~(a+a,a,y+l;x)-r(a,x).

In virtue of Proposition 1.1 the relation (5.11) is

valid also when x=O. Using then (5.4) the assertion is

proved.

6. SOME FUNCTIONS AND RELATIONS CONNECTED wrTH THE ~-FUNCTION.

a) "Case" y = o.

Obviously one has ~(a,a,O;x) = O.

b) "Case" y = l.

For y = l the function (1.6) specializes to the in

complete r-function. In fact, we have

(6.1) ~(a,a,l;x) =
(

00

a-a-l -t
Jdt t e = r(a-a,x).

x

c) "Case" y = n (positive integer).

As we have already noted (see Sec.3), the function

(1.6) can be expressed as a finite sum of incomplete

r-functions.

d) "Case" y = -l, a = n +1, a = o.

For y = -l the function (1.6) becomes

(6.2)

00

(

~(a,a,-l;x) = - Jdt
x

a-l
t
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Putting in (6.2) a = n + l (n positive integer) and

a = o we get

(6.3)

where

ljI(n+l, O, -l;x) =-D(n, x) ,

(6.4)
('"

D(n,x) = Idt
) x

te -l

is a function introduced by Debye in his theory of

specific hea t of solids [18J. From now on, we shall call

(6.4) the incomplete Debye function.

Remark 6.1. For x = O and n ~ l the function (6.3)

becomes

(6.5) ljI(n+l,O,-l;O) = -D(n,O) = -
('"

I dt
) o

t
n

-- =
t

e -l
-n! ç(n+l) ,

where ç(z) is the Riemann zeta function.

More generally, from (6.2) we deduce that

(6.6) ljI(a,O,-l;O) = -

for a > l.

(a>

/dt
) o

a-l
t--

t
e -l

• -r(ah(a),

Remark 6.2. We shall calI generalized incomplete

Debye function, the integraI
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J

x
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a-l
t
t

e -l

which appears on the right-hand side of (6.2). Using the

symbol D(a-l, x) to denote (6.7), we have

(6.8)

from (6.2).

~(a, O, -l; x) = -D(a,x)

Remark (6.3). Let us point out that one is able to

evaluate the sum of the series on the right of (3.3), for

any y = -n, which is also an arbitrary negative integer,

in terms of a combination of incomplete Debye functions and

other known functions. In the special case y = -l, taking

into account (6.8) we obtain

(6.9)
'"

D(a-l, x) = L
n=l

r(a,nx)
a

n

for each x > o, from (3.3).

Furthermore, in view of (6.6) and (6.8), from (3.3)

we find the known expansion for the Riemann zeta function:

(6.10) ç (a) _ l
rea) ~(a,O,-l;O) =

'"r
n=l

l
a

n

for a > l.

To conclude the case d), we notice that (5.5), for
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in terms of the incomplete Debye functionl
'n+l '
J
namely

y = -l, a = 0, x = ° and a = n + l (n positIve integer)

integraI representation for the finite sumprovides an
ID

L
j=l

(6.4),

l
'n+l
j

00
m ( -mt
-I I dt e D(n,t).
n. J

o

e) "Case" y =
_ l

2 , a = o.

For a = ° and y = _ 1
2 , it also exists the integraI

on the right of (1.6) for any a > +! when x = O. Funher

more using the series expansion (3.1) one has

(6.11) 1/J(a,O,-! ;0) =
(2n-l)! !

(2n) ! !
l
a

n

lf we now de fine the function

(6.12) 2(a) = -
l

r (a)
1/J(a,O,-LO) ,

the relation (6.11) gives

(2n-l)! !

(2n) ! !

l
a

n

for a > !.

f) "Case" a = ° and CI> max(O, ~y) (yf 0,1,2, ... ).

Both the series on the right of (6.10) and (6.13)

can be considered as special cases of the more generaI
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series:

(6. 14 ) I
n=l

r(n-y)

r(-y)n!

1
a

'1

which converges for any a > max (O, -y). From (3.3), we

deduce that the sum of this series is given by the function

l

rea)
ljI(a,O,y;O).

In order to show that the series (6.14) is convergent,

1et us determine the asymptotic expansion of r(n~y)

for 1arge n. In doing so, it is enough to reca1~'that [191

for z -+ co, larg zl <71 and a > O.

Using (6.15) , we thus have

(6.16) r(n-y)
'" 0(n- y- 1)

n!

for 1arge va1ues of n.

Therefore, the convergence of the series (6.14) is

assured if a > -y.

g) "A functiona1 re1ation for the pcilygamma functions".

The properties of the function ljI(a,e,y;x) defined

according to (1.6) can be usefu11y exp10ited in order

to re-derive a we11-known functiona1 re1ation for the po1y

gamma functions:
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dn +1

n+1
dx

r(x) ,

where n = 1,2,3, ... and x r 0,-1,-2, ...

More specifica11y, we wi11 show that

PROPOSITION 6.S. "The following functiona1 re1ation ho1ds:

(6.18) ljI(n) (m+1) = (,..1)nnl{-ç(n+1)+
m

L
j=l

l
-=--} ,
.n+1
J

where m is a non-negative integer and ç(n+1) is the zeta

Riemann function".

In doing so, 1et us start off with the integraI re

presentation L20J

(6.19)

Since

(_1)n+1
(~

Idt
J o

n -(m+1)t
t e

-t
1- e

(6.20) d

dt
ljJ(a,O,-l;t) =

a-l -t
t e

1- e-t

from (6.19) we have

(6.21) ljJ(n) (m+1) = (_1)n+1
(~

Idt
J o

-mt
e

d
dt ljJ(n+l,O,-l;t) ,

for a = n+l.

Integrating by parts, Eq.(6.21) yie1ds

(6.22)
(n) n+11- (~

ljI (m+1)=(-1) -ljJ(n+1,0,-1;0)+mldt
- J o

-mt Je ljJ(n+1,0,-1;t)
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In virtue of coro1lary 5.4 and theorem 5.5, the

integraI on the right of (6.22) reads

(6.23) -mte ljI(n+~.O,-l;t) =

m
= ljI(n+l,O,-l;O) - I

k=O
(_l)k(:) [Hn+l,o,k-l;O)-ljI(n+l,o,k;ol

If we set apart the term of (6.23) corresponding to k=O,

having in mind that ljI(n-l,O,O;O) = O and resorting to the

recurrence relation (4.1) for a = n and y = k, Eq.(6.23)

reads

(6.24 )
(O>

mldt
J o

m (m)-mt k n
e ljI(n+l,O,-l;t)= I (-l) ~

k=l k
ljI(n,O,k;O).

Since (see (3.4))

(6.25) k . l(k) lljI(n,O,k;O) =(~-l)! I (_1))+ ---
j=l j jn

Eq. (6.24) becomes

(6.26) r -mt ljI(n+l,O, -l; t) =m dt e

o

(_l)k ( m) I (_l)j+l( ;)m l= n! I
k=l k k j=l .n

)

By interchanging the summations in (6.26), with the help

of the identity
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l (~-l)
j J-l

we are led to the expressicn

(6.27)
r~

mldt
J o

-mte ~(n+l.O,-l;t) =

= -n!
m

L
j =.1

(_l)j+l
.n+1
J

m k+1( m)(k-1)L (-l)
k=j k j-l

At this point, we need to show two lemmas, namely:

Lemma 6.5

"Suppose that j and m are positive integers such-
that l ~ j s: m - 1. Then one has-

m
(-1/+\

:)( ;)=
(6.28) L O. "

k=j

Proof. Notice that

As a consequence, we can write

(6.30)
m ( m-jL (_l)k+l

k= j k- j

fTOm which, by putting h = k-j and taking into account

the hypothesis m - j ~ l, one fina11y gets



(6.31)

Lemma 6.6

m

L
k=j
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_ (m)m=j (m-
j

)(_l)J+l _ L (_l)h =0.

J h=O h

"Let j and m be any pair of positive integers such

that l ,; j " m. -rl.ent- 0'71f!. ~

(6.32) ! (_l)k+l(
k=j

m )( k-l ) =

k J-l

j + l"
(-l)

Proof. By putting

(6.33) f (j) =
m

L
k=j

for convenience, we can write

(6.34) -+l( m )f(j)+f(j+l)=(-l)J j + m ( m) (k-l) (k-l)L (_l)k+l +

k=j+l k j-l j

=

m
L (_l)k+l

k=j

where we have used the identity

(6.35)

On the basis of Lemma 6.5 from Eq. (6.34) we find

(6.36) f(j) + f(j+l) = O,

for l s j ~ m-l.
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Since f(l)=l, Eq. (6.36) tells us that

(6.37)

where j = 1,2, ... , m-l.

We complete the proof observing that the relation

(6.37) also holds for j=m. In fact, putting j=m-l we

have from (6.36) and (6.37):

m+l
f(m) = -f(m-l) = (-l) .

Now 1et us go back to Eq. (6.28). Using the result

(6.32), Eq. (6.28) becomes

r~ m
l-mt

(6.38) m[dt e lji(n+1,0,-1;t) = -n! I .n+l
) o j=l J

Then/making the substitution (6.38) into Eq. (6.23), we

obtain

(6.39)
m

+ n! I
j=l

\+1] .
J

Recalling that (see (6.10)):

lç(n+1) = - lji(n+l,O,-l;O)
n!

Eq. (6.39) finally produces the relation (6.18).

Remark 6.7

Using the identity



=
k
j
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I k-1 )

( j-1

Eq. (6.32) reads

(6.40)
m

L.
k=j

( -l

k

k+l

(:)( k

j

-l ) j+1

j

By putting h=k-j into (6.40), with the help of (6.29) one has

1
h+j

(6.41)
m-j

I
h=O (J =

j+1
.8l

j

By putting in (6.41) n = m-j, we are led to the formula

(6.42)
n

L.
h=O

h
(-1 )

l

h+j
= 1

j

1

which may be considered as a generalization of the well-known formula

n

L
h=O

(-d'
h + 1

l

n + 1

deducible from (6.42) when j = 1.
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7. ASYMPTOTIC BEHAVIOUR OF .'tI (cl,r> ,.r';x) for x"7 00

In order to derive the asympto"Lic behavi\lur of,!," ((JI.,p,/f;x) for

large x, we recall for the sake of cùnvenience the following generaliza

tion of Poincarl' 5 definition of ii :lsymptotic expansion (2lJ

DEFINITION 7.1 " A sequence L~ s (x)! of functions such that

(7.1)

for x and any 5 = 0,1,2,

°

.... , is called an asyrnptotic

seguence or scale as x ~ + ~ •

Consider now a scale t'f (x)} as x ~ .. 00 , and let f(x),
s

f (x) (n = 0,1,2, ••• ) be functions such that for every non-negative
n

integer N, the quantity

(7.2)

N-l
f(x) - L.

s=O
f (x)

s

is bounded for x ~ ... _

Then the series I
5 =0

expansion with respect to

f (x) is said to be a generalized asyrnptotic
s

the scale l~ (x)Ì ' and one writes
5

(7.3)· f(x)

00

rvI
5=0

f (x);
s

as "

The following theorem holds:
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THEOREM 7.2 "The function

(7.4) w(a,e,y;x)
(

= Idt
) x

CL - l 1-
t ,1-(1-

I

I

- t Y

e ) /(x>O)
te

admits the asymptotic behaviour

(7 .5)
c-8-1 -x

w(a,e,y;x) ~ x e I A (x)
55=0

l
5

X

for x ~ + ~ in the generalized 5en5e of Poincaré (5ee

Def. 7.1) with respect to the scale {__l_}, where
s

x

(7.6) A (x) = (_1)5+1
5

l
r(-y)

-mxr(m+1-y)r(5-a+(m+l)e+l)e .
5+1 me

(m+l)! (m+l) r(-a+(m+l)e+l}x

the 5erie5 on the right

X > x, where

verified".

x

of (7.6) being uniformly convergent for any

" h h h" l" -x e15 5UC t at t e 1nequa 1ty e < X 15

The proof of thi5 theorem will be obtained with the

help of a few lemma5. More specifically;

Lemma 7.3. "The following inequal i ty hold5:

(7.7) I
a-lCl +y) -

N-l
I (_l)'R-l

m=l

r(m-a)

r(l-a)

m-l
y

(m-l) !

l

(N-2) !

where y > O "

r(N-a)

r(l-a)

N-l la-Nly
y e
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Proof. Recall first that, as is known, if f(y) is a

function having continuous ~erivatives up to the (N-l)-th

order enclosed, then

N-Z
(7.8) f(y) - I

k=O

f(k)
(O) k

Y
k!

l

(N - 2) !

y

ff(N-l) (t) (y_t/.J-Z dt .
o

a-l
lf we deal with the case f(y) = (l+y) and put k=m-l,

Eq. (7.8) gives rise to the inequaiity

(7 .9)
N-lI (_l)m-l r(m-a)

m=l r(l-a)

m-l
y

(m-l)!

where

l rYdtlf(N-l)(t)lly_t!N-Z
(N - Z) ! ) o

(7.10) f(N-l) (t) = (_l)N-I r(N-a)

r(l-a)

a-NCl +t) .

t
Since l+t ~ e for any t such that O ~ t ~ y, the

assertion comes out immediately from (7.9).

Lemma 7.4. " Let N be a positive integer such that N~Z.~

(7.11)

N-l
r(a,x)x-aex _ L (_l)m-l r(m-a)

m=l r(l-a)

l
m

x

(N-l)
r(N-a)

r(l-a)

l

[ NJx-Ia-NI
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for every x > I a - N l''.

Proof. Consider the Laplace transform

(7.12)

where

(7.13) f(z) a-l
= (l+z) -

N-l
L (- 1)

m=l

r(m-a)

r (l -a)

m-l
z

(m-l)!

In virtue of Lemma 7.3 one has

(7.14)

for x >

(~

Idz e-zxf(z) < (N-l)
)0

a- NI .

r(N-a)

r(l-a)
- ,- N •
Lx-I a-N[ J

On the other hand, we can write

(7.15)

where

-zx -a Xe f(z)=x e r(a,x) -
N-l
L (_l)m

m=l

r(m-a)
m

r(l-a) x

The Lemma

(7.16) (<lI,x)

00

.,J -x r -zx 0(-1= x e dz e (l+z) .

/0

follows then from (7.15) and (7.14).

Lemma 7.5. "Let N be a positive integer such that Nz2and

(7.17) A (x)=(_l)S+l l
5 r(-y)

~ -mxL r(m+l-y)r(s-a+(m+l )8+1 )e
s+ 1 m8m=O (m+l)!(m+l) r(l-a+(m+l)s)x
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where a,S and y are fixed parameter~.

Then, if E is any arbitrary positive number,

N-l S-a+l X
Ix {~(a,S,y;x)x e

(7.18)

N-2
L

s=O
A (x)

s s
x

} I

N
(N-l)(l+E)

Ir(-y)1

=L Jr(m+l-y) Ur(~-a+(m+l )s)

m=O (m+l)!(m+l) Ir(l-a+(m+l)s)1

-mx
e

msx

for x > [Is/+Ia-NI]

(1.6)".

l+E , where ~(a,S,y;x) is defined by
E

Proof. Consider the integra] representation of ~(a,S,y;x)

as given by (1.9).

One has

(7.19) (l -y)y = l +
l

r ( - y )
L

n=l

r(n-y)

n!

yn

where

(7.20 ) y -
-x(l+y)e

< l ,

for each y > O.

Since the series on the right of (7.19) converges

uniformly for IYI 5 l-E (E being such that O < E < l),

from (1.9) one gets integrating term by term

~(a,S,y;x) =
a

X

r(-y)

=

ì:
n=l

r(n-y)

n!

-nx
e

ns
x

r=dt(l+y)a-l-nse-nxy =
J o
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:XlL r(n-y) n-a+nSr(a-ns,nx)

r(-y) 1\=1 n!

where the representation (7.16) has been used.

Putting m = n-l. EQ. \ .21) can be expressed as

ljJ(a,S,y;X) =

(ì .22)

l

r(-y)

ro

xa-Se- x L r(m+l-y)

m=O (m+l)!

-ms -mxx e

-a+(m+1)s (m+1)x
{[(m+1)x] e r(a-(m+l)s.(m+l)x)}.

Using now (7.22) and reca11ing (7.17). we can write

S-a+1 x
ljJ(a,S,y;X)x e-

N-2
L

s=o
A (x)

s =s
x

(ì.23)

=
l rr(m+l-y)

r(-y) m=O (m+l)!

-ms+l -x
x e

- l-a+(m+l)S (m+l)x
{l(m+l )x_ e r(a-(m+l )s,(m+l)x -

r(s-a+(m+1 )S+l)
.:->..;c.....;"--''''''--'-'--''--:------:-l--} .

r(l-a+(m+l)s)[(m+l)x]s+

N-l
Multiplying both sides of (7.23) by x ,with

the help of Lemma 7.4 one obtains the ineQuality (see

Remark 7.6):
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N-2
N-l S-a-1 A (x)

x {w(a,S,y;x)x - L 5

5=0

_l_}
5

x

<

~

(N-l) L
Ir(-y) I m=O

(7.24 )

.I r(m+l-y)/

(m+ l ) !
-me "mx. e

r ( N- Cl + ( m+ l ) S )

r(l-Cl+(m+l )s)

N
x

[(m+l )x-ia-(m+l )S_NI]N

for x > lei + la-NI.

Now we notice that

(7.25)
Nx

[(n,+ l ) x - Ia - (m+ l ) e- NiJ N
1 [~ . 1+

(m+ l ) N

(m+l)!S[+!a-NI

(m+ l ) ( x - ISIH Cl - NI

Furthermore, for any • > o there esists a value of

x, say x , such that for any m:
•

(7.26)

(m+ l ) ( x-I eIH a-N I
< • ,

for each x > X •
•

In fact, the validity of (7.26) is assured for any

1l\.whenever x > X , where
1;

(7.27)
1+.

•
Finally. Le ..1ma (7.5) follows from (7.24)after taking

into account (7.25) and (7.26).
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The use of Lemma 7.4 in deriving

the result (7.24) implies ~~e evaluation of the Laplace

transform

r d t e - ÀC t N-I,
} o

where À =(m+l)x-Ia-(m+l)a-NI. which exists if and only

if (m+l)x > la-(m+l)a-NI for any m.

5ince ja-(m+l)a-N/ $ (m+l)lal + la-NI.

we have

(m+l)x-Ia-(m+l)a-NI ::(m+l)(x-Ial)-Ia-NI·

Thus we heed to reQuire that (m+l)(x-Ial)-Ia-NI > O

for any /Il; the latter being satisfied when x > iaf+/a-Nf.

Lemma 7.6. "The seri es

~ -ma -mx
(7.28) L r(m+l-y)r(S-a+(m+l)a+l)x e

m=O s+1
(m+l)!(m+l) r(l-a+(m+l)a)

which defines the function (_I)S+l r (_Y)A (x). converges
s

absolutely and uniformly for any x greater than a certain

x satisfying the ineQuality e-x < x a".

Proof. 5ince

l r(s+l-a+(m+l )a) -1
(7.29)

(m+l)s+1
'V O(m )

r(l-a-t(hltl )a)

as 19\..+ +~ • from a certain value of1ll. say trL • onwards i t1 o
turns out that

(7.30)
l r(s+l-a+(m+l )a)

\
l.<

(m+l)s+1 r(l-a+(m+l )a)
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Hence

J r(m+1-n Ur(s+l-,,+(m-:~mee -mx

s +1 I(m +1 ) ! (m +1 ) Ir (1- +(m+ì ìr )
(7.31)

form~1k-.. o

Jr(m+1-y)L

(m+ l ) !

-mx -me
e x

From (7.31) one deduces that the seri es (7.28) is

majorised by

(7.32) I
m=m o

r (m+1-y)

(m+ 1 ) !

-mx -mee x .

Reca11 now that (see (3.1))

(7.33) I
m=o

-mx -mer(m+1-y)e x

(m+ 1 ) !
= r ( - y) [( 1

-x y -

- ~) -11
x -

e x
x e ,

being the seri es on the 1eft abso1ute1y and uniform1y

convergent for any x>x, where x is a cer.tain value verify

ing the inequa1ity e-x<x e . The assertion arises therefore

from the fact that (7.32) is the m -th remainder of theo
seri es appearing in (7.33).

Lemma 7.7. "The seri es



(7.34) l:
m=o

r(m+l-y)

(m+l)l(m+l)N
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r(N-a+(m+l )s)

r1l-a+(m+l)s)

-ms - mxx e ,

which appears on the right )f (7.18), converges unifonnly

for any x ~reater than a certain x '/erifying the inequality
-xe <:x . Furthermore, one has

(7.35)
N-2

I
N-l S-a+l X l: Ilx {~(a,S,y;x)x e - A (x) ---. s=o s s

x
const,

as x + + 00 , As(X) being defined by (7.17) and

(7.36 ) N
const ~ /yl(N-l)(l+E) r(N-a+S)

r(l-a+S)

where N ~ 2 and E is any arbitrary positive number".

Proof. The first part of the lemma follows directly

from Lemma (7.28).

As a consequence, the results (7.35) and (7.36)

arise immediately from (7.18).

In virtue of the seri es of lemmas from (7.3) to

(7.7), the basic Theorem 7.2 is thus comp~tely proved.

8. SOME SPECIAL CASES.

a) "Asymptotic expansion of the incomplete r-function".

The expression (7.6) can be written as

(8. l )

s +lA (x)=(-l) {(-y)s
r(s-a+S+l)

r(-a+S+l)
+



+ (l-Y)(-Y)
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xr ( S -a +e +l) e
s +l e2!2 r(-a+2e·,.]) x

+ .... }

where the relation

( 8 . 2 ) r (m+ l -y) =

r ( -y )
(m-y ) (m - l -y) ... (2 -y ) ( l -y )( -y )

has been employed.

Putting y=l into (8.1) and using the symbol

we obtain

( a) =
n

r (n +a )

r (a)

( 8. 3 )
s

As ( x) = (- l ) ( l -a +e ) s .

Then EQ. (7.5) becomes

(8.4)
~

a -e -l - x l' S",(a,e,l;x) _ r(a-e,x) '" x e L (-l)
s=o

(1-a+6)
s

s
x

which gives the well-known asymptotic expansion for

the incomplete r-function for fixed (a-e) and large x

[22J.

b) "Asymptotic expansion of the incomplete Debye

function".

Let us remember that for e=O and y=-l, the function

-",(a,e,y;x) reduces to the incomplete Debye function

D(a-Lx) as given by (6.8).
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In this case, from (7.6) one gets

( 8 . 5 ) A (x) = (_l)S+l
s

00

r(S-a+l) L
r(l-a) m=o

-mx
e

(m+l)S+l
•

Recalling now the function[23]

(8 .6) ~(z,s,v) = L
m=o

mz
s

(m+v)

defined for Izl<l, v,oO,-1,-2, ... ,

right of (8.5) can be expressed by

Therefore (8.5) becomes

the seri es on the
-x

~(e , s+l, l).

( 8. 7 )
s+l -x

As(x) = (-l) (l-a)s~(e , s+l, l).

Taking account of (8.7), (7.5) specializes to

(8.8) O(a-l,x) '"
a-lx -x

e
00

sL (-l) (l-a)
S

s=o

-x
~(e , s+l,l)

s
x

for fixed a and large values of x>O.

Fi n a l l y, l e t u s po i n t ou t t ha t s i nc e (23]

(8. 9 ) ~(z,s,v) =
l

r ( s )

s -l
t

l - z

-vt
e
-t

e

for Re v > 0, the relation (8.8) can also be written

as
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s -t
t e

l
-(x+t)-e

9. SOME FUNCTIONAL RELATIONS.

It is easy to show that

(9 . l )

In facto we have

( 9 .2)

The result (9.1) is thus achieved with the help of the

recurrence relation (4.5).

pu t t i n9 f : ~ -of' . Eo. (9. 2) t a ke s t he f o rm

( 9 .3)

which for r : l becomes the well-known functional relation

for the incomplete r -functio'l\. :
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where ,-1 (ci -ti x) == lf'("'/)I -i. /' x)/

and '-(/(01, l'J Oì )() = O.
Following the same procedure used in deriving Eo. (g.l)

one can also demonstrate the more compìicated relation

(9 .4)

One could at this point look for a general expression
-(t/,-P) I )

for the n-th derivative of the function )lo t'lli/ (';, ~/;<
. ~

with respect to x. This task is ouite cumbersome; here we

limit ourselves to provide such a generalization for the

case ft = O (the parameters 01.. and 0 being left free).

To this etLd. setting in (9.3) j?= O one has

where the symbol K(.,( .'0 ;x) stands for the function't ( ". O .Y;x).

Now with the help of Eo. (9.5) we obtain

(9 .6)

2-...L [)(''''K(oI t'x)] -= x-(o<+l)[~l.k((lh2.,r;)<.) T

J,.. 'l I I

+ r(1-2.3') K(q."'2/;r_I/)\)-tf{é-1}K((I{'t"~Ij'-2; x)J.

In the same manner we can write generally



(9.7)

where the coefficients

termined.

(n )
a .n-l (i=0.1.2 •...• n) have to be de-

In doing so. 1et us differentiate the expression (9.7)

with respect to x. Using the resu1t (9.5) one gets

cl .,. ..., - -:I. o - (ci.,.. 11 TI)f (?t) ufO.
L'J'. t«d,3'i)<)]==X r-j"a...... f\.11X''-t-h~~.x.)+-

J)'- 'li ... '

( 9 .8) - (?tI (11.) ] i/(
+ L ra. - {('-1M f' ,Xt-11.r1 o-l'X) +

"" ?t.-1 / I

On the other hand. comparing (9.8) with the expression

which one obtains from (9.7) rep1acing n by n+1. we are 1ed

to the fo110wing re1ations

( 9 .9)

(9.10)

and

(n +1 )
a n+1

( n+1 )
a

o = (0'- n)
( n)

a
o

(9.11)
( n+1)a . :::::
n-l

( ({ - i )
( n)

a .
n-l -('(-i-l)

( n )
a . l'n-l -

where i = 0.1.2 •...• n-l.

The coefficients a(n)and
n

Indeed. iterating (9.9)

are easi1y found.
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(9.12)
(n+ l)a
n+ l

n+l

where the re1ation a(~) = - '( has been used. Eos.(9.12)

and (9.9) give

(9.13)

Now from (9.10) we deduce that

(9.14)

('Il7 l )a
o

= (o-n)a(n)
o

= (O'-n)(6"-n+l )
( n- l )

a =
o

=

= (O-n)(O'-n+l) ... (O-l)6".

where we have substituted a(l) = y. EQs. (9.14) and (9.10)
o

yield

let us now calculate the coefficients

j""P"+l)

i' «(-n+1)
( n )
al·n-

To this end, consider the relation (9.11) for i=O, i.e.

(9.16)
(n +l )

a
n -(t-l)a~:~.

By iteration and with the helo of (9.13), from (9.16)

one has

a ( n+1) = V a ( n) _ (t _l )[ Va ( n- l) _ (O' _l) a ( n- l ) 1 = ...
n O n a' n-l n-2 ~

(9.17)
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Since the expression between the souare brakets is a geometrical

progression of the ratio ('5-1)/Y, Eo.(9.17) yields

(9.18)
(~+ l)a

n

Finally from (9.18) and (9.16) we obtain

(9.19)
( n )

a
n-l

n - n nJ
= (-l) tL (t-l) -3' .

( n )
Our purpose now is to calculate the coefficient a .n-l

far any i=O,1,2, ... , n-l. To this end, we start from

(9.11) and iterate a~:~_l

VIe have

tn+ l )
a .

n-l

(9.20)

= O"-i) a(n~ - (O-i-l) a(n~ l
n-l n-l- =

=
( n- k )

a . kn-l-

Finally, Eo.

( n )
a .n-l

(9.21)

(9.20) gives

'l-\.-1- ~.J.

= (t-i+l) '\ a(n~l-kl)
L n-l-k

Itj : O l

+ (_1)n-i (t_i)n-i a(i)
o

( i + l )
a o

k k
(.(-i) 1(_1) l +



- 45 -

where

(9.22)
( i )a o =

D..!_+1,-,),--_

(1 (.(-i+l)
i = O.1,2, ...• n-1.

To derive explicitly the coefficients a(n) in terms
n-l

of n. i and" , we use repeated iterations of (9.21). To

facilitate our task, it is advisab1e to take into account

that: the index 1 appearing in (9.21) can be interpreted

as the difference between th~ upper and 10wer indices of

the coefficients a(n)~"n/1~'-'~eoarded as the 10wer index
n-1/ -

of a(n!. Hence, in virtue of these considerationjfrom (9.21)n-l
we deduce that:

(9.23)

for i~ 2.

Inserting

/1<-)
a..

'1t.- ~

( 9 . 24 )
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After (i-l) iterations (i ~ 2), Ec. (9.21) yields

'Yl-~ -I 11. Il
i""i ( , ')' Ia .'= r-~.,.t)(r-iT.?.)-' ((-I),r'. L (r-~) (-I)
'll- ...

il ::.0
f .'-<1. .

11 -~. - k -1 -n - .: - ~ ".... •
_ I Il IL .----"", . ~ k
2 7. "') il' j, ( .... -. - L no)_ O·_<'TI) l-t)... (' )'" /l m:I

_ ,- f) (-1 .....· •

k ::.0 J. ('}1.-i - Z t", )
.t 1.(.' =o "':,•

(9.25)

+
'tt- -1

(-1 )
«)

a.. O

Taking account of

(9.26)
/
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(see (9.13), and of

(9.27)

where

= r ((+1)

r ((-i+1)

(9.28)

(j =

a(j) = (t-j+1)( (-j+2) 000 (,y-1)Y',
o

(9029)

"lV~ ('(a~f)

= (-1 )
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Fina11y, using the notation

(9 .30)

where J.. i s Kronecker's symbo1 and
l J

Q[e-l):: (
1 !~ e~2.

/
(9.31)

O ~ eL2/

the coefficient a(n). as given by (9.29) can a1so be ex
n-l

pressed in the more compact form

(9.32)

where i = 2.3 •...• n-l.

In virtue of (9.13), (9.15), (9.19) and (9.32), we have

determined exp1icit1y the expression (9.7) for the n-th

de r i va t i ve of t he fu nc t i on x - .,(k( do •(( ; x ) .

Remark 9.1

For tI= 1."EQ.(9.7) reduces to the functiona1 re1ation

for the incomplete r' -function

.d~ [ - ':X ~ 'Yl. -{OlT'Y\.-} n ( " )
(9.33) X r(:))()"= (-1) )( I oXt-'Yl.J }< •

d )\. '\'\. I

In facto when

resepctive1y a(n~
n-l

o = 1 from
n

= (-1) and

(9.13) and (9.15) we have

a(n) = O. Furthermore. ED.
o
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(9.21) yields a(n~ = O for i = 1,2, ... , n-l. The result
n-l

(9.33) thùs follows immediatel.,! from (9.7).

We point out that for 0= -l, Eos.(9.13), (9.15) and

(9.19) become respectively

(9.34)

(9.35)

and

(n)
a = l,

n

(9.36)
( n )

a
n-l =

On the other hand, from (9.32) we have that

(9.37)
( n)a .n-l

for i = 2,3, ... , g-l.

Since (see ( b.3))

(9.38) k' (c1
1
-1;x) = - D(oI-1,x),

with t he he l p of (9. 34), (9. 35 ), (9. 36 )a nd (9.37), Eo . ( 9 . 7 )

gives a relation for the n-th derivative of the function
-0/

x D( ol-l ,x), where D(ol -l,x) is the Debye function defined

by (bl~ ). As· far as we know, this formula is new.

We close this Section by noticing that, analogous to

the manner in which we derived (9.7), one can obtain a
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formula for the n-derivative of the function e-x k: (al ,O';x).

io . ANOTHER RECURRENCE FORM!~l ~.

The use of (5.1) and , ~ re1ation (9.1) allows us to

wri te down another recurrence formula besides (4- . .i).

"h. fact, by integrating term by term (9.1) with -r~t

and Apreying (5'.1), we find the fot1owing re1ation:

+yB1jI(a+1l,B.y-1 ;x) + xU[(-a+YB) J/J (a.B,Y;X) +

(W·1 )

+y1jI(a+1,B,y;x) -y1jI(a+1,B,y-1;x) -YB1jI(a.B,y-1;X).J = O.

Rema rkl 0.1

When '1'= 1, EQ. (10.1) gives the well-known recursive

re1ation for the incomplete f' -function:

(U+a) r (a+u,x) - r(a+u+1,x) + x ll G(a+1,X) -

(10.2)

- ar(a.x~ = O,

where a = a-B.
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