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1. General resul ts

A mathematical game ~s a set

r;ame.

f l' '-i' 2' •••• 'f n)' where !l ~s a posi tive integer, Xl' ~:2"" ,Xn

are arbi trary sets a.."ld tne :unct-: ona '1" (1:=,,::. n) are such
••

that ~ (il;:) = Al x X2 x ••• x :<n' R (-f k) C. Rl • Here n :-:ò

called the number of players, the sets ~, are the strategy
••

sets and ti:..e funct i ons '1'" are the pay-off functions. :,ssuming-
that the first playe r chooses the strategy xl t 1.1 ' ti:..e

seconà player chooses the strategy x 2 Q X
2

• etc., than the

value '-i' k (xl' x 2 ' ••• , X n ) is consiàered to be the ~ncome

of player k (k = 1,2, ••• ,n). In the special case of

n

~ f. = O the game ~s calle~ a zero SUffi n-person
. l ~
~=

Definition l. ~ vector = (x~•... ,~) ~s a Nash-

-equilibrium point of the game r , iI'

al (k = 1,2, •••• n);

bi for k = 1,2, ••• ,n ane. arbi trary ~ X. ,
~ :r-

••• , xk ' ... , (l)

Remark. The equilibrium strateby lS optimal :or éhe

player k assuming that the other players choose the correspondin€
components of the equiliberium point.

Example l. ~et n=2,

...
- 1 l t Z, ••• , "1., l .

• - I
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In this special case the game r is called a two-person

finite game. Let us introduce the following notations:

'f l (i,j) - a ..- lJ
• l i, j ) b .. (i= l, 2, ••• , ml ; j=l, 2, ••• ,i:l2 ) ,'i'2 - lJ

rt (aij l' B - (bij ì·- -- -

Observe that ~ and ~ arE m1 x m2 matrices. The ineq~alities

(l) imply that a pair (io' .:io) is an eyuilibrium poim if

and only ii

b. . .:: b. • (j =1,2, •• , m2 )=-oJ - lOJ O-

a. ' <:. a . . (i=1,2, ••• ,mllo-1 , - lOJ O-u o

In other words, the element • maximal • ...; te' CO lu:::.a. • lS ln - -, ,
-0"0

(in matrix !: ), and the eleme:lt b . . • • • itslS maXlI:lB.!. J~n

lOJ O
(inrow matrix )? ). Froro this simple observation we can

easily verify that the game determined by matrices

A _--
l

o

o

l

, B =-
o

l

l

o

has no equilibrium point; the eame with matrices

A ---
l

o

o

l

, B =-
l

l

o

o

has a unique equilibrium point

the game glven by matrices

; and any palr (=.,j)

1'\. =--
l

l

l

l

, .3 =-
l

l

l

l

lS an equilibrium point.
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The computation of the equilibrium points for finite

games is an easy job since a finite number of inequalities

has to be checked.

Examole 2. 1et n=2,
, , 0 1 1 T 11Xl 'Lx I 2S1 ~ R '" .::.. O 2S1- , !ol , - - ,-l - - --

m T
l}X2 = {2S2 I ~ H 2 :> O2S2 2S2 1. 2f2 -, , - ,- --

v
:':'2 '

where O is the zero vector, the vector l has unit componencs,- -
m2 real matrices. The bame defined aJov~~ and ~ are ml x

lS called a bimatrix game. In the special case 01'
~ ,;:) = - ...:l--

the game is called a matI"ix game. It is known that tue

equilibrium problem of matrix games is equi.valent ,o ,ne

solution of linear programmi ng problems and tue equi li. :Jr; UC:

pI"obJ.em of bimatrix games can be solved by the solution of'

quadratic pr'ogrammìng problems. The detaila will be discusse'i

later. Note that the bimatrix gamea are generalizations,

extensions of finite two-peraon gamea, sìnce the strategie"

of the player-s are the choices of distributiona defined on

the sets {1,2, ••• ,ml l and {1,2, ••• ,m2 1 instead of the choices

of one-one element from each set. The pay-off of the ~enera~~~ed

game is the expectation of the pay-off obtained in the fini jE,

game with respect to the distribution chosen by eacL player.

Example J. I.et us consider the following n-person game:
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(k=l. 2, •••• n )

ml :J
li

(n)\
,

L lk) (D (2\
i.fk (:!SI'· •• ,~) - I a .. . x. x. • •• xi- • • • ,

~1~2···~n ~l ~2
i -l =1 n,
1- -n

'rhis game is call~~

where ~~ ~s an t k

vector, the numbers

.i,
x mk real matrix, Qk ~ P. K is areaI

a~k) . are given rea! parameter~, anè
~l···~n

, lk} (k))for k=1,2, •••• n , :!Sk = ~xl , •••• Xffi
k

•

a generalized 201yhedral game. To simplify our notations let

mk+1

L
ik+l=l

ID
n

... L
i =1n

• • •
(k-l)x.
~k-l

(k+l)
xi ••.

k+l

and

(
(k) ( k) ) T

~(~) = al (;r;, ) , ••• , a~ (2S) •

then
T

=~(:!S) 2':k'

where ~(~) is indepenctent of ~k.

In the special case of
,
- I O- --

lT
Qk - l• --

,T
\ -l I- L- , I

~s the ~ dimensionaI unit matrix, l, 2 ~(Where J
the vector O- is the zero vec.or, the vector l has unit

,



components) we bave

and the game is called the mixed extension of finite n-person

games. Observe tbat for n=2 we have the bimatrix games with

A = (l) ) and B - ( (2) )
~li2 - ~li2 •= --

•
s~nce

ml m2 (l) x.(l) xS2)= x T A x
'fl(~l' ~2) L L.- a. .-

~1~2 ~l ~2 -1 = -2
il=l i 2",1

and ml m2

lj' 2 (~l' ~2) = L." L a~2) x~l) x .(2) = xT
~ ~2 •

~1~2 ~l ~2 -l
i l =l i 2=1

I1rst we will show the connection between certain mathema-

tical programming problema and two-person zero sum games.

I.et UB consider the mathematical programming problem

x '- X-
~ (:!)~Q (2)

f(:!) ~ max •

where X is an arbitrary subset of Rn /it may be discrete!.

~ (~)C R
n

• ","~)C R
m

• B (f) C Ifl • 1t (t) C. R
1

• I.et

Rm
= {1! I m -

!!;Q}.u i R •+ -
and let UB consider the two-person zero sum game

r = (2 • X ~ • F• - F). (3 ), • ,
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where

Lemma l. If (~Jt,)J.Jt ~ is an equilibrium point of the

game is an optimal solution to the programming

problem (2).

Proof. The inequalities (l) imply that if (~Jt. )J.Jt) i8

equilibrium point, than

f(.!II) + )J.IIT ~(lr;);- f (~) + )J.ff.T g(.!)

f (~II) + )J.ilT g (,!Jt) ~ f (~Jl) + )J.T g(t')

(Jf .! ~ X) (4)

Cy )J. € R~). (5 )

Pìrst we observe that g(.!II) ~ Q • Let us assume that a

component gi(.!Jl).c O, then taking the ith component of )J.

sufficiently large, the inequality (5) will not hold. Let

)J. = Q, then inequality (5) implies )J.JfT g(t') ~ O • But

)J.Jl ~ Q. g(C) ~ .Q, consequently llT glt') ~ o. Thus

)J.ff.T g(t') = O •

8ince .!H ~ X , ~(.!Jl) ~ Q , the vector .!Jt is a feasible

solution of the problem (2). We can easily prove that .!ff. i8

an optimal solution. Let x be any feasible solution of the-
problem C2) • Then inequali ty (4) implies

thus Xii is an optimal solution.- •
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Remaxk. The opposi te statement is not true in generaI.

The Kuhn-Tucker theory gives sufficent conditions. for an

arbi trary optimal solution of the problem (2)

from an equilibrium point of the game r .
to be obtainable

Newt we will prove that the equilibrium problem of n-person

general games is equivalent to the fixed-point problem of a

certain point-to-set mapping. Let us consider the n-person

game in a more generalized form: r = (n ; Xl' X2• •••• Xn • :: ;

~l' f 2• ••• , 'fn)' where n is the number of players; Xl' x2•••• ,xn
are the strategy sets of the players, Xc.. x:... x X~ x•••x X :LS-1. c. n

-the simultaneous strategy 8st, the functions '1'1' -l" 2.···' f n

are the pay-off functions such that 'lJ ('1\) = X , R. ('fk)C R
l

(k=1,2, ••• ,n). Here we assume that the players can not choose

their stratebies independently of each other because o:

circumstances independent of the players /for instance •:Ln

production games it is inpossible all players to have ~~imal

production because of the bounded quantity of row materials/,

a..'1d :Ln the concr'ete r'ealizations of the game only the elements

of X can appear as strategy vectors.

point of the game r if

Definihon 2. ? vector :LS an equilibrl~~

a/ - ~X;

b i f k l 2 'b' t ( il ii)~ .-or =, , ••• ,n Ior ar ~ rary xl' ••• ' xk ' ••• , xn ~ --,

(
il il *)f k xl'···' Y1c ' ••• ,xn .

( 6)

Let us consider the following function,
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,~ ( ..
• j"i 1'-'ì \ .... <

•

f' "1') li )l':.Y T~'Wn6i."e .or b:,o; ,~•. , ... ,n J \ Xl'. l'Ilo., ;Y~k' •• Il ,xn '\f.. .. ~ .. ;Xv us

sa.y tha t 1;he pa.Ù' (;]S, iL) i s :t e8,S i01e if ;]S i X and l'or

k:~lt2,e •• in , )8

ciefined for art)i trary fRasible palrs (;]S, .Y.)'

T ').uemma. "-"- 'fue vec "'.;or Jf
X- '" CX"-l"'" xi1t ì ia an e quj.l i briumn,

pai.nt 01' tìw garr.i(:' f' if and only il' for ar·bi. tr'a:.."'Y i'easibJ e

Preoi' •t. _ Let U8 assumE> th.a.t ft
X- ia an equ.ilii,l'iuo

poìnt. T'nen l'or a:cbi trary k and

inequa.lity holds

',* H
; 'P k (X1'''·'Yk'''·'Xn )·

Let us add these inequalities l'or k=l,2, ••• ,n and let

bi Let UB now ass~ tbat H
X- and l'or' an

8 .•'bi traI'Y feaElible pai.r

~0v10usly the paiT itJ f0d..8ib.le and
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Since

L 'fi(~H) + fk(x~"",x~, ... ,x:)
i;lk

and

4>(~!i,;I) = L ~i (~!i) + '1\ (~, .•• ,xk'."'~)
i"k

tbe inequality l7) implie8 that

tbus i8 an equilibrium point.

By using the above notations let us introduce the following

point-to-set mapping

ep (~) = {1\ (~, 1) i8 feasible and ~(~, 1) = max {(~, ;Il ;(~ , :L)

i8 feasible 1J •

!~ a simple consequence of Lemma 2. we have the following important

reElUlt.

Lemma 3. A vector Xii- i8 an equilibrium point of tbe game

lf and only if ~H ~ <P (~H)

mappillg <P I.

li.e. is a fixed point of the

The most important exìstence theorem for n-person games can

be prevan by using the Kakutani fixed point theorem for shewing

that the mapping ep has at least one fixed point. This theorem

~s called Nikaido-Iaoda theorem and it is the following:

Theorem l. Assume that

al X is a bounded, closed and convex subset of a finite

dimension Eucledian space;



- 10 -

bi for k..l, 2, ••• ,n the functione '-\' k are continuoua

and for fixed

Under theae asaumptiona the game haa at least one equilibrium point.

Proof '. See J. B. Roaen [8 J •

Remark, li we assume that the functione f k are atrictly

•

concave in xk ' then the

general ia not true laee

•1.miqueneaa of the eQuilibrium point Ul

Example 4.1. For the uniqueneaa of the

equilibrium point of n-peraon games J.B. Rosen [8] gave aufficient

conditiona, but the assumptione of the next paragraphs are

independent of the condi tione introduced by J .B. Rosen.

2. The solution of a apecial clasa of concave games

Let us assume that for k=1,2, ••• ,n

~ .. {~I
where

~ -tkal ~ (~) .. R ,:R. (~) C R ,the components of ~ are

concave, continuously differentiable functiona;

bi ~ is bounded, and in each point of ~ the Kuhn-Tuckel'

regularity condition holds Isee G. Hadley (JJJ ;

cl If k ia continuous J concave in !K for fixed !.l' ••• ,

••• , !.k-l' ~+l'···'!n and continuously diffel'entiable with

reapect to ~.

lemma L. The game r .. (n; Xl'''.' Xh; f l' ... , 'fn) haa

at least one equilibrium point.


