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Preface

Basic hypergeometric series, often shortened as g-series, has developed rapidly
during the past two decades. Its increasing importance to theoretical physics,
computer science and classical mathematics (algebra, analysis and combi-
natorics) has widely been understood and accepted. Nowadays g-series is
fully in its flourishing period and there is indeed a necessity to have an
introduction book on the topic.

This book originates from the teaching experience of the first author. In
the spring of 2000, a series of lectures entitled Classical Partitions and
Rogers-Ramanugjan Identities was delivered by the first author at Lecce
University (Italy). The same program was then replayed in the summer of
2001 at Dalian University of Technology (China). In the spring of 2002 and
2004, these lectures have been extended to a course for PhD students again
at Lecce University under the cover-title Teoria dei Numeri. The second
author is one among the participants of these lectures.

The main purpose of the book is to present a brief introduction to basic
hypergeometric series and applications to partition enumeration and num-
ber theory. As a short account to the theory of partitions, the first part
(Chapters A-B-C) covers the algebraic aspects (basic structures: partially
ordered sets and lattices), combinatorial aspects (generating functions and
Durfee rectangles), and analytic aspects (the Jacobi triple products and
Rogers-Ramanujan identities). Further development toward basic hyper-
geometric series and bilateral counterparts is dealt with in the second part
(Chapters D-E-F). Applications to the representations of natural numbers
by square sums and Ramanujan’s congruences on partition function are
presented in the third and the last part (Chapters G-H).

CHU Wenchang
Lecce, November 1st, 2004 DI CLAUDIO Leontina
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CHAPTER A

Partitions and Algebraic Structures

In this chapter, we introduce partitions of natural numbers and the Ferrers
diagrams. The algebraic structures of partitions such as addition, multipli-
cation and ordering will be studied.

A1l. Partitions and representations

A partition is any (finite or infinite) sequence
A=A A2, Ay -)

of non-negative integers in decreasing order:
AMZA> 2 g2

and containing only finitely many non-zero terms.

The non-zero A\ in \ are called the parts of A\. The number of parts of A is
the length of A\, denoted by ¢(\); and the sum of parts is the weight of A,
denoted by |Al:

A= Ae=X+da+--.
k>1
If n = || we say that A is a partition of n, denoted by n = A.

The set of all partitions of n is denoted by P,,. In particular, Py consists of
a single element, the unique partition of zero, which we denote by 0.

Sometimes it is convenient to use a notation which indicates the number of
times each integer occurs as a part:

A= (1mM12mz .. gme L)
means that exactly my copies of the parts of A are equal to k. The number
my = m(X) = Card{i: k= X}
is called the multiplicity of k£ in A.
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A2. Ferrers diagrams of partitions

The diagram of a partition A may be formally defined as the set of points
(or unit squares)

A = {(i,j)]lgjg)\i,lgigﬁ()\)}

drawn with the convention as matrices. For example, the diagram of the
partition \ = (5442) is shown as follows:

O 00O O0O0 L
OO0 0O o

OO0 O O —

O O $

We shall usually denote the diagram of a partition A\ by the same symbol.
The conjugate of a partition A is the partition A’ whose diagram is the
transpose of the diagram A, i.e., the diagram obtained by reflection in the
main diagonal. For example, the conjugate of (5442) is (44331). Hence A},
is the number of the nodes in the k-th column of A, or equivalently

= Card{i > k:}

In particular, \] = ¢(\) and Ay = ¢()\). Obviously, we also have A" = A
and my = A}, — A, ;. Therefore we can dually express the Ferrers diagram
of \ as

y={a<i<N, 1<)

A2.1. Euler’s theorem. The number of partitions of n into distinct odd
parts is equal to the number of self-conjugate partitions of n.

PROOF. Let S be the set of partitions of n into distinct odd parts and T
the set of self-conjugate partitions of n, the mapping

f o S=T
A= U
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defined by
A — 1
2

Obviously, u is a selfconjugate partition with diagonal length equal to £(\)
and the weight equal to |A|, which can be justified as follows:

Wi = p = +4 where for all 7=1,2,---,()).

o(N) 176))
i+ 200 = (it ) = N+ 3020 — 1) = A+ 200,
=1 =1

From the Ferrers diagrams, we see that f is a bijection between S and T'.
Therefore they have the same cardinality |S| = |T'|, which completes the
proof. O

For example, the image of partition A = (731) under f reads as u = (4331).
This can be illustrated as follows:

A=(731) — = (4331).

A2.2. Theorem on permutations. Let A\ be a partition with m > \;
and n > A\]. Then the m + n numbers

Aitn—i (1<i<n) and n—1+j-X, (1<j<m)

are a permutation of {0, 1,2,--- . m+n— 1}.

PROOF. Define three subsets of non-negative integers:
u. = {)\i—l—n—z’\lgign}
Yy = {n—1+j—)\;-|1§j§m}
W: = {k|0§k§m+n—1}.
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In order to prove the theorem, it suffices to show the following

(A) UCW and VW,

(B) The elements of U are distinct;
(C) The elements of V are distinct;
(D) UNV=0.

It is clearly true (A). Suppose that there exist ¢ and j with 1 <i < j <mn
such that

Ai+n—1t = Xj+n—j.
Keeping in mind of the partition A, we see that it is absurd for A\; > A; and
n —i > n — j. This proves (B). We can prove (C) similarly in view of the
conjugate partition A’. There remains only (D) to be confirmed.

Observe that the Ferrers diagram of A is contained in the Ferrers diagram of
(m™), which is an n x m rectangle. We can identify the partition A with the
points inside its Ferrers diagram. If the point with coordinate (i, j) is inside
A, then we have \; > 7 and j < )\9, which are equivalent to the inequality
)\i—iEOZj—)\;- = Ai+n—z'>n—1+j—>\;..

This means that for (i, j) inside the Ferrers diagram A with 1 <i < n and
1 < 5 < m, the corresponding \; + n—¢tandn—1+7 — )\9 can not be the
common element in U4 N V.

Instead if the point with coordinate (i, j) lies outside A, then we have \; < i
and j > )\"7-, which are equivalent to another inequality
Ai—i<0<j=XN=1 = N+n—i<n—-1+j-X\.

This implies that for (i, j) outside the Ferrers diagram A with 1 < i < n
and 1 < 57 < m, the corresponding \; +n—iand n—1+j — )\;- can not be
again the common element in U N V.

In any case, we have verified that &/ and V have no common elements, which
confirms (D).

The proof of Theorem A2.2 is hence completed. [J

A2.3. The hooklength formula. Let A be a partition. The hooklength
of X at (i,j) € A is defined to be

h(i,j) =14+ X+ X, —i—3j.
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If the diagram of A is contained in the diagram of (m™), define
vg=X e +n—k (1<k<n).

Then the theorem on {m + n}-permutations can be used to demonstrate
the following hooklength formulae:

(g o
H (1_qh(i,j)> — lel szl(l 7’) — H h(i,j) = N lel

(4,7) €A 1_[i<j(1 —q) (4,9)EX i<j(Vi —vj)

PRrROOF. Interchanging A\ and )\ in permutation Theorem A2.2 and then
putting m = A; and A} < n, we see that m + A> —j (1 < j < m) and
m—1+j—X\; (1 < j <n) constitute a permutation of {0,1,2,---,m+n—1}.
Therefore we have a disjoint union:

;YA . N A1+n—1
{q)\l—&—)\j_J}'ll t}-J {q)\l—1+j_)\j}n _ {q]}.10n .
J= J=

j=1

According to the definition of the hooklength of A, the identity can be
reformulated as follows:

. )\1 n ) V1
ORI W G
{q j:1L-H 4 j=2 4 j=1

Writing down this identity for the partition (A;, Adj+1,--+):

Ai n »
h(iJ)} o+ { Vi—'/j} — { j} ‘
{q j=1 U 1 j=1+i 1 j=1

and then summing them over ¢ = 1,2,---,£()\), we obtain
ORCERS SIS %
(1,5) €A i<j i>1 j=1

Instead of summation, the multiplication leads us consequently to the fol-
lowing:

H (1— qh(i,j)) _ HiZl Hj:1(1 q )
Hi<j(]— —qriTvi)

(@,5)A

In particular dividing both sides by (1 — ¢)!*! and then setting ¢ = 1, we
find that

— ILi>1vi!
[T »G.J) = i

(i.5) €A i<i(Vi = 7j)

This completes the proof of the hooklength formula. O
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A3. Addition on partitions

Let A and p be partitions. We define A + u to be the sum of the sequences
A and p:

A+ 1)k = Ak + fg-

Also we define A U p to be the partition whose parts are those of A and p,
arranged in descending order.

A3.1. Proposition. The operations + and U are dual each other
Aup) =XN+u = AM+p) =XNUuy.

PRroOF. The diagram of AUy is obtained by taking the rows of the diagrams
of A and p and reassembling them in decreasing order. Hence the length of
the k-th column of AU p is the sum of lengths of the k-th columns of A and
of p, i.e.

AU = [ilhi > B} + [{jlng = K} = X + pi-

The converse follows from duality. [

A3.2. Examples. For two symmetric partitions given by A = (321) and
u = (21), we then have

A+ p=(531) and AUp=(32211).

Similarly, we consider a non-symmetric example. If A = (331) and p = (21),
then it is easy to compute N = (322) and y’ = (21). Therefore

A4 p=(541) and AU p = (33211)
and
AUup) = (632) = XN + 4/
A +p) = (32221) = Nuy'.

A4. Multiplication on partitions

Next, we define Ao p to be the component-wise product of the sequences A
and p:
(Ao )k = Ak pg-
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Also we define A x p to be the partition whose parts are min(\;, p;) for all
(1,7) with 1 <4 < /¢(\) and 1 < j < £(u), arranged in descending order.

A4.1. Proposition. For the operations “¢” and “x”, we have the dual
relation:
Axp)=Nop = (Aop) =XNxyu.

PROOF. By definition of A\ x u, we can write

Ax ) =130, 5) N >kandp; >k|1<i</l\) and1<j</L(u
k J

- {z AiZk‘lgigﬁ()\)} X

{ji Hj Zk‘lﬁjﬁf(ﬂ)}‘-
It reads equivalently as
Axp)y =Ny =Nop) = (Axp) =Nop

Another relation is a consequence of the dual property. L]

A4.2. Examples. Consider the same partitions in the examples illustrated
in A3.2. For A = (321) and p = (21), we have

Aopu=(62) and Ax p=(221111).

The non-symmetric example with A = (331) and p = (21) yields
Nopu=(63) and A x p=(221111).
Moreover X' = (322) and p/ = (21) and so we have
(Axp) = (62) = Noy
Nop) = (222111) = N x 4.

A5. Dominance partial ordering

A5.1. Young’s lattice. Let P be the set of partitions of all non-negative
integers. Order P component-wise; that is,

(A, Aoy o0) 2 (s poy--0) = M < g, VE>1.
Then P is a partially ordered set. For two partitions A, u, we have

AV =sup(A, pu) where (AV p)r = max(Ag, k)

AN p=1inf(\, pu) where (AA p)r = min(Ag, pux).

Therefore P is a lattice, known as Young’s lattice.
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A5.2. Total orderings. Let L, denote the reverse lexicographic ordering
on the set P, of partitions of n: that is to say, L,, is the subset of P, x P,
consisting of all (A, ) such that either A = p or the first non-vanishing
difference A\x — i is positive. L, is a total ordering. Another total ordering
on P, is L}, the set of all (A, u) such that either A = p or else the first
non-vanishing difference A} — pj is negative, where A\} = A\, .

For example, when n =5, Ls and Li arrange Ps in the sequence
Ls = L = (5), (14), (123), (12%), (1%2), (1%).

However the orderings L,, and L!, are distinct as soon as n > 5. This can
be exemplified from two partitions A = (313) and p = (23) as well as their
orderings (A, u) € Lg and (u, A) € L.

In general, for A\, u € P,,, there holds
\Np)eLl, = W, \N)elL,.

PROOF. Suppose that (A, u) € L, and A # p. Then for some integer k > 1
we have \p — pur > 0 and \; = p; for 1 < i < k. If we put £ = A\; and
consider the diagrams of A and p, we see immediately that X, = u. for
¢ < i < n, and that A\, > p, so that (¢/,\") € L!,. The converse can be
proved analogously. [

A5.3. Dominance partial ordering. An ordering is more important
than either L,, or L] is the natural (partial) ordering V,, on P,, (also called
the dominance partial ordering), which is defined through the partial sums
as follows:

M) EN, = M+Xdo++X>pr+ps+-+up, VE>1

However, N,, is not a total ordering as soon as n > 5. For example, (313)
and (23) are incomparable to Ng as their partial sums are (3456) and (2466)
respectively. We shall write A > p in place of (A, u) € N,,.

A5.4. Proposition. Let A\, u € P,,. Then
(A) Azp = (\weL.nl

B) A>pu = >N,

PROOF. We prove (A) and (B) separately.



Classical Partition Identities and Basic Hypergeometric Series 9

(A) Suppose that A > p. Then either A\ > p7, in which case (A, 1) € Ly,
or else A\ = p1. In this case either Ao > o, in which case again (A, u) € Ly,
or else Ay = po. Continuing in this way, we see that (A, u) € L,,. Also, for
each ¢ > 1, we have

Ait1 +diga+-- = n—(Ar+-+N)
< n ()
= Hit1 t Hig2 t oo

Hence the same reasoning as before shows that (A, ) € L/ .

(B) Clearly it is enough to prove one implication. Suppose that u' 2 .
Then for some k£ > 1, we have

N4+ N <ph+-+p, 1<i<k
and
Mo N>l 4+
which implies that A} > p). Let u = A}, v = p).. Now that A and p are
partitions of the same number n, it follows that
fr1 T Moo o < gy Mg o

Recalling that A}, + Aj 5, + --- is equal to the number of nodes in the
diagram of A which lie to the right of the kth column, we have

u

fr+ Negg +or = Z()‘i_k)'
i=1
Likewise
it + g+ = zv:('ui_k)'
i=1
Hence we have
Zv:(ui —k) > iw —h =z i(A" k)
i=1 i=1 =1

in which the right-hand inequality holds because v > v and \; > k for
1 <i<wu. So we have

1Ay > AL Ay

and therefore A\ 2 pu, which contradicts to the condition A > p. O
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A5.5. Theorem. The set P, of partitions of n is a lattice with respect
to the natural ordering, which is confirmed by the following important
theorem. FEach pair of partitions A, p of n has a greatest lower bound
T = inf(\, ), defined by

k k k
T ZTi = min(z )\i,Zui) foreach k>1
i=1 i=1 =1

and a least upper bound o = sup(\, p) defined by ¢’ = inf(N, ).

PRrOOF. Let v € P, with A > v and p > v. We see that for k =1,2,--- n,
there hold

AA Ao+ N
e 4+

vi+vo o+
vi+vo o+

AVARAY,

which is equivalent to v < 7 = inf(\, p) in accordance with the definition
of inf.

Now suppose that v € P,, with v > X and v > p. By means of Proposi-
tion A5.4, we have

which read as
V<o =inf(\N, 1) = v>o=sup(\p).
This complete the proof of the theorem. [

The example with A\ = (133), u = (23) and o = (321) shows that it is not
always true that

k k k
o Zai = max(ZAi,ZuZ'), Vk>1
i=1 i=1 i=1

even we would have desired it.

In fact, the partial sums of A and p read respectively as (3456) and (2466),
whose minimum is given by (2456). Therefore we have inf(\, u) = (1%222),
Similarly, for the conjugate partitions N = (124) and /' = (32), the cor-
responding partial sums are given respectively by (456) and (366). Their
minimum reads as (356) and hence inf(\, p') = (321) which leads us to
sup(A, 1) = (321). However the maximum between the partial sums of A
and p is (346). It corresponds to the partial sums of the sequence (312),
which is even not a partition.



CHAPTER B

Generating Functions of Partitions

For a complex sequence {ay|n =0,1,2,---}, its generating function with a
complex variable ¢ is defined by

Alg) =) ang” = an=I[¢"1 A9
n=0

When the sequence has finite non-zero terms, the generating function re-
duces to a polynomial. Otherwise, it becomes an infinite series. In that
case, we suppose in general |g| < 1 from now on.

B1. Basic generating functions of partitions

Given three complex indeterminates x, ¢ and n with |¢| < 1, the shifted
factorial is defined by

(@5 @)oo = ] - =g
k=0
, (%3 @)oo
(%3 @)n o

When n is a natural number in particular, it reduces to

n—1

(5 ¢)o =1 and (x; Q)n:H(l—qu) for n=1,2,---.
k=0

We shall frequently use the following abbreviated notation for shifted fac-
torial fraction:

a, b, -, CM (G;Q)n(b;Q)n"'(c;Q)n.
n (@B (Vi On
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B1.1. Partitions with parts in S. We first investigate the generating
functions of partitions with parts in S, where the basic set S C N with N
being the set of natural numbers.

Let S be a set of natural numbers and p(n|S) denote the number of partitions
of n into elements of S (or in other words, the parts of partitions belong to
S). Then the univariate generating function is given by

EOij(n\S) P § (Bl.1a)
1-¢q
n=0

kes

If we denote further by pe(n|S) the number of partitions with exactly ¢-parts
in S, then the bivariate generating function is

S ) qt = [ (B1.1b)

1 —xqk’
£,n>0 keS q

PrROOF. For |g| < 1, we can expand the right member of the equation
(B1.1a) according to the geometric series

1 < km
_ ko D kes kmi
Mt - I3 ™ = % Seim
kes keS mi=0 my >0
keS
Extracting the coefficient of ¢" from both sides, we obtain

"] 1_1qk = [¢"] D> gZretmi= Y"1

keS mg>0 Zkes kmrp=n
keS my>0: keS

The last sum is equal to the number of solutions of the Diophantine equation
Z kmp =n
which enumerates the partitions {1m1, 22 . ,nm”} of n into parts in S.

This completes the proof of (Bl.la). The bivariate generating function
(B1.1b) can be verified similarly.

In fact, consider the formal power series expansion

Hl_ilqu = H i xmqumk = Z kaeSmqukeskmk

keS keS mp=0 mg >0
kes
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in which the coefficient of 2%q™ reads as

1
2 [ = lafa") Y a¥eemigSet
keS q my >0
keS

!
ZkeS my, = { }
Zkegk‘mk:n

my>0: keES

The last sum enumerates the solutions of the system of Diophantine equa-

tions

Z mge = /

keS

Z kmp=n

keS
which are the number of partitions {lml, 2m2 ... ,nm”} of n with exactly
{-parts in S. O

B1.2. Partitions into distinct parts in S. Next we study the generating
functions of partitions into distinct parts in S.

If we denote by Q(n|S) and Q¢(n|S) the corresponding partition numbers
with distinct parts from S, then their generating functions read respectively
as

Somls)er = J[a+dY (B1.2a)
n=0

keS
> Qenls)zfq" = (1 +a2d"). (B1.2b)
£,n>0 kes

PRrOOF. For the first identity, observing that
mg=0,1
we can reformulate the product on the right hand side as

[[a+d) = ]I > o™ = > a=r=tm

kes keSmp=0,1 mg=0,1
keS

Extracting the coefficient of ¢", we obtain

I [JA+d") =1 > g=retme= N L

keS mg=0,1 > kes kmir=n
keS myr=0,1: k€S
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The last sum enumerates the solutions of Diophantine equation

kak =n with mg =0,1
keS

which is equal to Q(n|S), the number of partitions of n into distinct parts
in S.

Instead, we can proceed similarly for the second formula as follows:

keS keS mr=0,1 mj=0,1
keS

The coefficient of 2°q™ leads us to the following

[xﬁqn] H(l + qu) = [iﬂﬁqn] E xzkes Mk qz kes kmi
keS mp=0,1
keS

The last sum equals the number of solutions of the system of Diophantine
equations

k€S with myg =0,1
Z kmp = n
keS
which correspond to the partitions {1"”1 , 212 ,nm”} of n with exactly

¢ distinct parts in S. O
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B1.3. Classical generating functions. When S = N, the set of natural
numbers, the corresponding generating functions may be displayed, respec-
tively, as

— -l - X (B1.3a)

(@ Do 15

1 e 1 ,
(g7 e AL T ggm " B1.3b
(475 @)oo Tgl 1 —aqm > pi(n) a'q (B1.3b)

0,n>0
(% Do = [J(1+¢™) = D Q)" (B1.3c)
(=75 Qoo = [J A +2¢™) = D Qu(n) x‘q™. (B1.3d)

m

1 4,n>0

Manipulating the generating function of the partitions into odd numbers in
the following manner

00 1 00 1 0o o
Hl_q%—l - Hl—qu (1—(] )
k=1 k=1 k=1
00 0
1— qQk
k=1 q k=1

we see that it results in the generating function of the partitions into distinct
parts. We have therefore proved the following theorem due to Euler. The
number of partitions of n into odd numbers equals to the number of partitions
of n into distinct parts.

B2. Classical partitions and the Gauss formula

B2.1. Proposition. Let p,,(n) be the number of partitions into exactly m
parts (or dually, partitions with the largest part equal to m). Its generating
function reads as

m

oo - .
nZ:%pm(n)q -1 =¢®)---(1—gm) (B2.1)
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ProOF. For S = N, the generating function of {p,(n|N)} reads as

> pen)atqn = D a2ty peln)g

B ﬁ 1 B 1
i l—zdt (g739)s

Extracting the coefficient of 2™, we get

S () ¢ = 57—

(473 @)oo

For |¢q| < 1, the function 1/(gx; q)o is analytic at x = 0. We can therefore
expand it in MacLaurin series:

Z Au(g (B2.2)

(q-r ) oo

where the coefficients {Ay(q)} are independent of z to be determined. Per-
forming the replacement x — x/q, we can restate the expansion just
displayed as

ZAZ z'q" (B2.3)

It is evident that (B2.2) equals (1 - .r) times (B2.3), which results in the
functional equation

o
ZAg(q)x (1—x) ZAg ztq "
£=0
Extracting the coefficient of 2™ from both expansions, we get

An(Q) = An(@)a™™ — A1 (g ™™

which is equivalent to the following recurrence relation

An(q) = 7 a Ap—1(q) where m=1,2---

_ qm
Iterating this recursion for m-times, we find that
q" Ao(q) _ g

I=gmX—=qgmt)---(1-q9) (GDm
Noting that Ag(q) =1, we get finally

S pm(n) g = o] ——— = 1

(@759) 00 (G Dm

Am(q) =

This completes the proof of Proposition B2.1. O
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A combinatorial proof. Let p(n|A\; = m) be the number of partitions of
n with the first part A; equal to m. Then p,,(n) = p(n|A\; = m) because
the partitions enumerated by p,,(n) are conjugate with those enumerated
by p(n|A1 = m). Therefore they have the same generating functions:

> pm(n)q* = > p(n|d =m)q"
n=0 n=0

All the partition of n enumerated by p(n|\; = m) have the first part \y =m
in common and the remaining parts constitute the partitions of n —m with
each part < m. Therefore we have

dopd=m)q" = D pn—mlh <m)q® = ¢™ > p(n|h <m)q"
n=0 n=m n=0

oo qm

nz_% (¢ @)m

where the first line is justified by replacement n — n + m on summation
index, while the second is a consequence of (Bl.1a).

This confirms again the generating function (B2.1). |

B2.2. Proposition. Let p"(n) be the number of partitions into < m parts
(or dually, partitions into parts < m). Then we have the generating function

S pmn) gt = ! (B2.4)

1-91—-¢)---1—qm)
which yields a finite summation formula

1 k
I-q)(1—-¢)---1—gm) 1+Z (1—9q) 1—q) (I—q*)

PRrOOF. Notice that p™(n), the number of partitions into < m parts is equal
to the number of partitions into parts < m in view of conjugate partitions.
We get immediately from (Bl.1a) the generating function (B2.4).

The classification of the partitions of n into < m parts with respect to the
number k of parts yields

p"(n) = po(n) +p1(n) +p2(n) + -+ pm(n).
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The corresponding generating function results in

o0 m_ oo mo ok
Y orm)et = 3 ) gt = Y 2

Recalling the first generating function expression (B2.4), we get the second
formula from the last relation. O

B2.3. Gauss’ classical partition identity.

oo oo

m

1 x
Ui - L aaa-—aa-a 9

PROOF. In fact, we have already established this identity from the demon-
stration of the last theorem, where it has been displayed explicitly in (B2.3).

Alternatively, classifying all the partitions with respect to the number of
parts, we can manipulate the bivariate generating function

1 oo oo O
el SE ST LD SED ST
T o0 £,n=0 (=0 n=0
oo

$€q€
= (1-q1-¢)--(1-¢")

which is equivalent to Gauss’ classical partition identity. U

B2.4. Theorem. Let py(n|m) be the number of partitions of n with
exactly /-parts < m. Then we have its generating function

oo

Z pe(njm) 2°¢™ =

£,n=0

1
(1-qx)(1—q?z)---(1 —qmx)

The classification with respect to the maximum part k of partitions produces
another identity

1 qk

(1= g2)(1 — %) (1— q"z) :1”,;<1—qx><1—q2x>---<1—qu>‘

PROOF. The first generating function follows from (B1.1b).
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From the first generating function, we see that the bivariate generating
function of partitions into parts < k reads as

oo

1
Z pe(nlk) ztq" = —.
oo (923 )k
Putting an extra part A\; = k with enumerator x¢* over the partitions

enumerated by the last generating function, we therefore derive the bivariate
generating function of partitions into ¢ parts with the first one A\ = k as
follows:

o0 k
Z pe(n|h = k) 2%q™ = i
Pt (925 )

Classifying the partitions of n into exactly ¢ parts with each parts < m
according to the first part Ay = k, we get the following expression

Z pe(nm) zt¢" = Z Z pe(n|A; = k)zq”
£,n=0 k=0/¢,n=0
> ok
= 142z
— (q; q)n
which is the second identity. 0

B3. Partitions into distinct parts and the Euler formula

B3.1. Theorem. Let @,,(n) be the number of partitions into exactly m
distinct parts. Its generating function reads as

5

1-q¢(1—q*)--(1—qm)

> Qum(n)¢" = (B3.1)
n=0

PROOF. Let A = (A; > Ag--- > A, > 0) be a partition enumerated by
Qm(n). Based on A, define another partition u = (1 > po > -+ > pm > 0)
by

pr =X —(m—~k+1) for k=1,2--- ,m. (B3.2)
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It is obvious that p is a partition of |A| — (*%,™) into < m parts. As an exam-
ple, the following figures show this correspondence between two partitions
A = (97431) and p = (4311).

X = (97431) = (4311)

It is not difficult to verify that the mapping (B3.2) is a bijection between the
partitions of n with exactly m distinct parts and the partitions of n — (*{™)
with < m parts. Therefore the generating function of {Q,,(n)}, is equal to
that of {p™(n — (*4™))}», the number of partitions of n — (*4™) with the
number of parts < m:

> Qun)g® =D _p"(n— (%) "
n=0 n=0

> ("2")
— )N ) g = 2
! nz:%p ) (@ @)m

thanks for the generating function displayed in (B2.4). This completes the
proof of Theorem B3.1. ]

Instead of the ordinary Ferrers diagram, we can draw a shifted diagram of
A as follows (see the figure). Under the first row of A\; squares, we put Ay
squares lined up vertically from the second column. For the third row, we
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put A3 squares beginning from the third column. Continuing in this way,
the last row of A, squares will be lined up vertically from the m-th column.

The shifted diagram
of partition A\ = (97431)

From the shifted diagram of A\, we see that all the partitions enumerated
by @m(n) have one common triangle on the left whose weight is (*4,™). The
remaining parts right to the triangle are partitions of n — (') with < m
parts. This reduces the problem of computing the generating function to
the case just explained.

B3.2. C(Classifying all the partitions with distinct parts according to the
number of parts, we get Euler’s classical partition identity

o zmg(%)
li[()(l—xq —1+Z = 13(1) q(l_qm> (B3.3)

which can also be verified through the correspondence between partitions
into distinct odd parts and self-conjugate partitions.

ProoF. Considering the bivariate generating function of Q,,(n), we have

oo oo

[[a+2d") = > 2™ > Qun)g"
k=1 m=0 n=0
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Recalling (B3.1) and then noting that Qo(n) = o, we deduce that

[e%s) 00 M (1+m>
H (14 a?q =1+ Z
: 1
which becomes the Euler identity under parameter replacement x — —z/q.

In view of Euler’s Theorem A2.1, we have a bijection between the partitions
into distinct odd parts and the self-conjugate partitions.

The self-conjugate partition
A = (653221)
with the Durfee square 3 x 3

For a self-conjugate partition with the main diagonal length equal to m
(which corresponds exactly to the length of partitions into distinct odd
parts), it consists of three pieces: the first piece is the square of m x m
on the top-left with bivariate enumerator xmme, the second piece right to
the square is a partition with < m parts enumerated by 1/(q; q), and the
third piece under the square is in effect the conjugate of the second one.
Therefore the partitions right to the square and under the square m x m
are altogether enumerated by 1/(¢%; ¢*)m

Classifying the self-conjugate partitions according to the main diagonal
length m, multiplying both generating functions together and summing m
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over 0 < m < oo, we find the following identity:

0 o0 m ,m?
rq
(1+zqg'™?") = ——
};IO mz::O (4% ¢%)m

where the left hand side is the bivariate generating function of the partitions
into odd distinct parts.

It is trivial to verify that under replacements

1/2

r— —xq and ¢q— ql/2

the last formula is exactly the identity displayed in (B3.3). O

Unfortunately, there does not exist the closed form for the generating func-
tion of @™ (n), numbers of partitions into < m distinct parts.

B3.3. Dually, if we classify the partitions into distinct parts < m accor-
ding to their maximum part. Then we can derive the following finite and
infinite series identities

m m k—1
H(l—i—qjcc) = 1—|—$qu H(l +q'z) (B3.4a)
j=1 k=1 =1
00 00 k—1
[[a+d2) = 142> ¢ J[+q'). (B3.4b)
j=1 k=1 i=1

PRrROOF. For the partitions into distinct parts with the maximum part equal
to k, their bivariate generating function is given by

k—1
"z H(l + ¢'x) which reduces to 1 for k = 0.
i=1

Classifying the partitions into distinct parts < m according to their maxi-
mum part £ with 0 < k < m, we get

m

(g2 @)m = 1+ Y ¢"(—q; Q1.
k=1

The second identity follows from the first one with m — oo. 0
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B4. Partitions and the Gauss ¢-binomial coefficients
B4.1. Lemma. Let py(n|m) and p‘(n|m) be the numbers of partitions of

n into ¢ and < /¢ parts, respectively, with each part < m. We have the
generating functions:

L. n 1 )

E%Ope(nlm) T A2 —2g®) (1 —zg™) (B4.1a)
¢ L. n 1

e%op (njm) z°¢" = (1—z)(1—2q)---(1 —zqm) (B4.1b)

The first identity (B4.1a) is a special case of the generating function shown
in (B1.1b).

On account of the length of partitions, we have
p(nlm) = po(n|m) + pi(njm) + - - + pe(n|m).

Manipulating the triple sum and then applying the geometric series, we can
calculate the corresponding generating function as follows:

y4
S pnm)afer = > pr(nlm)ate”

4,n>0 4,n>0 k=0

= 22 _pilnlm)g” ) o

k=0n=0 =k
1 o o
= T3 2 2 pe(rlmte.
k=0n=0

The last expression leads us immediately to the second bivariate generating
function (B4.1b) in view of the first generating function (B4.1a). O

B4.2. The Gauss ¢-binomial coefficients as generating functions.
Let pe(n|m) and pf(n|m) be as in Lemma B4.1. The corresponding univa-
riate generating functions read respectively as

l+m—-1|,
S B4.2
Sotima = [ a (B4.22)

S palm) ¢ = [”m] (B4.2b)

m
n>0
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where the ¢-Gauss binomial coefficient is defined by

" n] - Gl

PROOF. For these two formulae, it is sufficient to prove only one identity
because

pe(nlm) = p‘(n|m) — p~(n|m).
In fact, supposing that (B4.2b) is true, then (B4.2a) follows in this manner:

pr (njm) q ZP (nlm) q Zpé Y(n|m) q

n>0 n>0 n>0
B {+m B {—14+m B [ f+m—1
|l m v m q_q m—1 q'

Now we should prove (B4.2b). Extracting the coefficient of x from the
generation function (B4.1b), we get

S v (nlm) " = [

Observing that the function 1/(x;q)m,+1 is analytic at x = 0 for |¢| < 1, we
can expand it into MacLaurin series:

(.CL’; Q)m—l—l ‘

- ¥ s

where the coefficients {By(¢)} are independent of x to be determinated.
Reformulating it under replacement x — qx as

S

and then noting further that both fractions just displayed differ in factors
(1 —z) and (1 —x¢™"!), we have accordingly the following:

(1-2)) Bi(g)a® = (1—z¢™"") ) Bi(q)z"¢"
k=0 k=0

Extracting the coefficient of z¢ from both sides we get

Bi(q) — Be—1(q) = ¢" Be(q) — ¢"** Be_1(q)

which is equivalent to the following recurrence relation

($7 q)m+1

(425 Q)ms1 q%n+1

1 — qm—i—é

Bia) = Bes(a) g

for /=1,2,---
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Iterating this relation /-times, we find that

Be(q) = BO(Q)(qur—;q)E = [m;—@]

(4;9)¢

where By(q) = 1 follows from setting x = 0 in the generating function

-3 o

(.qu, q)m+1

Therefore we conclude the proof.

B4.3. Theorem. Classifying the partitions according to the number of
parts, we derive immediately two g-binomial identities (finite and infinite):

iqe [£+m] _ [m+n+ 1] (B4.33)

=0 m n

0 —
S = i
£=0 k=0

(B4.3Db)

PRrROOF. In view of (B4.2a) and (B4.2b), the univariate generating func-
tions for the partitions into parts < m + 1 with the lengths equal to ¢ and

: : . : : 14
< n are respectively given by the ¢-binomial coefficients qe[ +m

[m—l—n—{—l
n

} and

}. Classifying the partitions enumerated by the latter accor-

ding to the number of parts ¢ with 0 < £ < n, we establish the first identity.

By means of (B4.1b), we have

Il = o = 2

which is the second ¢-binomial identity.
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B5. Partitions into distinct parts and finite ¢-differences

Similarly, let Q¢(n|m) be the number of partitions of n into exactly ¢ distinct
parts with each part < m. Then we have generating functions

r%ﬁﬂzzz@wmw (B5.1)

¢
n>0

[[a+2d") = > Qunim)a'q (B5.2)

k=1 £,n>0

whose combination leads us to Euler’s finite g-differences

@ = [L0-ag) = S04} a®ah w53

Following the second proof of Theorem B3.1, we can check without difficulty
that the shifted Ferrers diagrams of the partitions into f-parts < m are

14
unions of the same triangle of length ¢ enumerated by q( 2') and the ordinary
partitions into parts < m — ¢ with length < ¢ whose generating function

reads as the g-binomial coefficient [TZ] The product of them gives the

generating function for {Q¢(n|m)},.

The second formula is a particular case of (B1.2b). Its combination with
the univariate generating function just proved leads us to the following:

g = 325 Quulm) ot = Yot |74
=0 n>0 =0
Replacing x by —z/q in the above, we get Euler’s ¢-difference formula:

mmm=ivwww%ﬁ

£=0

Remark The last formula is called the Fuler g-difference formula because
if we put x := ¢~ ", the finite sum results in

:)(—1)5 [ﬂq@_m = (" Q) = { " (1 Osn<m

: (-1 ") (g g n=m

just like the ordinary finite differences of polynomials.
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Keep in mind of the g-binomial limit

lnl I el 1

k (¢ @)k (¢ )k
Letting n — oo in Euler’s ¢-finite differences, we recover again the Euler
classical partition identity

. (YRR
(@5 Qoo = ) 2
! 2 (g

where Tannery’s theorem has been applied for the limiting process.

as 1 — OQ.



CHAPTER C

Durfee Rectangles and Classical Partition
Identities

For a partition A, its Durfee square is the maximum square contained in
the Ferrers diagram of A. It can be generalized similarly to the Durfee
rectangles. They will be used, in this chapter, to classify partitions and
establish classical partition identities.

C1. g-Series identities of Cauchy and Kummer: Unification

C1.1. Theorem. For the partitions into parts < n, classify them with
respect to the Durfee rectangles of (k + 7) x k for a fixed 7. We can derive
the following

qk:(k-l-T)

b :Z;; [”;T] o 2* (C1.1)

(qz; @On qT; Q)ktr

PROOF. The partitions into parts < n with Durfee rectangles of (k+7) x k
for a fixed 7 are composed by three pieces. One of them is the Durfee
rectangle (k 4+ 7) x k in common with enumerator z*¢***7). Another is
the piece right to Durfee rectangle which are partitions of length < k with

k
of (B4.2b) (only the univariate function is considered because the length
of partitions has been counted by the Durfee rectangle). The last piece
corresponds to the partitions with parts < k + 7 whose bivariate generating
function is 1/(qx; q)k+-. Classifying the partitions into parts < n with
respect to Durfee rectangles of (k +7) x k with 0 < k <n — 7, we find

parts < n — k — 7, whose univariate generating function is [ } n view

(qz;q)n =L k) (g2:@)kr

which is exactly the identity required in the theorem. U
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Partition A\ = (9866531)
with Durfee rectangle
(k+T17)xk=6x4

C1.2. Corollary. The formula just established contains the following known
results as special cases:

e The finite version of Kummer’s theorem (7 = 0)

! - zn: m (”"k—qu (C1.2)

(473 ¢)n k| (qz5 @)
e The identity due to Gordon and Houten [1968] (n — o)
1 > xk qk(k—l—‘r)

(025 oo = (a5 Dr(am; Drsr (C13)

which reduces further to the Cauchy formula with 7 = 0.

C2. g-Binomial convolutions and the Jacobi triple product

C2.1. Theorem. For the partitions into parts < n, with at most a+~vy—n
parts, classify them according to the Durfee rectangles of (n — k) x (a — k).
We obtain the first ¢-Vandermonde convolution formula

R e

k=0
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PRrROOF. The univariate generating function of the partitions into parts < n
with at most a + v — n parts is equal to [a;il—v] by (B4.2b). Fixing

the Durfee rectangle of (n — k) x (a — k) we see that the corresponding
partitions into parts < n with at most «a + v — n parts consist of three
pieces. The first piece is the rectangle of (n — k) x (o — k) on the top-
left with univariate enumerator ¢(®=%)("=k)  The second piece right to the
rectangle is a partition into parts < k with at most a — k parts enumerated
by [Z} The third and the last piece under the rectangle is a partition
into parts < n — k with at most y —n+k = (o« +v —n) — (o — k) parts
Y
n—=~k
rectangles of (n —k) x (a — k) and summing the product of three generating
functions over 0 < k£ < n, we find the following identity:

enumerated by [ } . Classifying the partitions according to the Durfee

[Oé:q - Zn: {Z} {n j k} gla=k)(n—k)

Its limiting case ¢ — 1 reduces to

() - 2060

which is the well-known Chu-Vandermonde convolution formula. O
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Partition A = (653221)
with Durfee rectangle
(n—k)x (a—k)=5x2
where n =6, =3, k=1

C2.2. Proposition. Instead, considering the Durfee rectangle of kx (y—n)
for the same partitions, we derive the second ¢-Vandermonde convolution

formula
OJ—F’}/ . = Oé—|—k’ fy_k_l k(y—n)
R | IR TR R S

PROOF. The univariate generating function of the partitions into parts < n
with at most o + v — n parts is equal to [& Z 7] by (B4.2b). For a fixed

Durfee rectangle of k£ x (v —n) the corresponding partition into parts < n
with at most o + v — n parts consists of three pieces: the first piece is the
rectangle of k X (7 —n) on the top-left with univariate enumerator gt
the second piece right to the rectangle is a partition into parts < n — k with
y—k—1
n—k
justify that the partition length can not be v —n, otherwise, we would have
a larger Durfee rectangle (kK + 1) x (v — n), and the third part under the
rectangle is a partition into parts < k with at most « parts enumerated

at most v — n — 1 parts enumerated by [ }, where we can easily
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by [a Z } Classifying the partitions with respect to Durfee rectangles of

k x (v —n) and then summing the product of three generating functions
over 0 < k < n, we find the following identity:

a+vyl “fa+ k) [y—k—=1] p,
=Rl e

For ¢ — 1, the limiting case reads as

() =2 (0

which is another binomial convolution formula. O

Partition A\ = (65321)
with Durfee rectangle
Ex(y—n)=2x4
where n =6,y =10,k = 2

C2.3. Corollary. Given the diagram of (m—7) x (n+7), consider the par-
titions contained in it. The classification with respect to Durfee rectangles
of k x (k4 7) leads us to the following finite summation formula

YZZI ﬂ B kzzo MT] m g (C2.3)

which is a special case of the first g-Chu-Vandermonde convolution formula.
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PRrooOF. For the partitions into parts < m — 7 with at most n + 7 parts,
Z‘iﬂ by (B4.2b). Fixing
a Durfee rectangle of k x (k 4 7), we observe that the partitions into parts
< m — 7 with at most n + 7 parts consist of three pieces. The first piece
is the rectangle of k x (k + 7) on the top-left with univariate enumerator
¢"*+7) The second piece right to the rectangle is a partition into parts

} and the

the univariate generating function is equal to [

< m — 7 — k with at most k£ 4+ 7 parts enumerated by [ ]{77:':7'
third one under the rectangle is a partition into parts < k with at most
n — k parts enumerated by [ Z } Classifying the partitions according to

the Durfee rectangles of k x (k + 7) for 0 < k < n and then summing the
product of three generating functions over 0 < k < n, we find the following
identity:

=gl e

k=0
which is exactly the identity stated in the theorem.
We remark that this identity is a special case of the first ¢-Vandermonde
convolution formula stated in Theorem C2.1. In fact replacing n with ¢, we

can state the reversal of the ¢g-Vandermonde convolution formula in Theo-
rem C2.1 as follows:

Performing parameter replacements
a—m, v—n and {—m—T

we obtain immediately the identity stated in Corollary C2.3. OJ
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Partition \ = (6544332)
with Durfee rectangle
kEx(k+71)=3x5
where k=3, 7 =2

C2.4. The Jacobi-triple product identity. From the last g-binomial
convolution identity, we can derive the following bilateral summation for-
mula

m-+n

n k
(3 Om (a/73 @) = g:n (—1)% 2) [n HJ a”. (C2.4)
It can be considered as a finite form of the well-known Jacobi triple product
identity
“+oo

(¢ D)oo (@ Doc @/ Do = > (~1)" (D) 2" (C2.5)
whose limiting case x — 1 reads as the cubic form of the triple product
(Jacobi):

(¢ 0% = > (-1"{1+ 20}, (C2.6)

n=0
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PRrROOF. According to the Euler g-finite differences (B5.3), we have two
finite expansions

(@, m = é(—l)llﬂq(é)xz
(¢/z:0)n = i(—l)fl?]q(l+J)x j

Their product reads as the following double sum

@ Dnla/z, 0 = gz e [ 2]+

J

_ f: RS [k”j]] [ﬂ]q@w(lw

R = y

where the last line is justified by the replacement k = ¢ — j. Observe that

(1)) -0 Qe () - (oo

Reformulating the double sum and then applying the convolution formula
stated in Corollary C2.3, we derive the finite bilateral summation formula
(C2.4)

(@ Om(a/2, @) = k:i:n x’“; [kﬂH ] 3(i+k)
- kiﬂ(—l)kq(g) mi;‘] 2.

When m and n tend to infinity, the limit of g-binomial coefficient reads as

|:m +n (q; Q)m+n _ 1

n+k} T GOk G Dk (G0

Applying the Tannery Theorem, we therefore have

00 % q(g)xk
(%, @)oo (/2 @)oo = k_z—:oo(_l) (¢4 @)oo

which is equivalent to the Jacobi-triple product identity (C2.5).
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In order to prove (C2.6), we rewrite the Jacobi triple product identity as

+oo
(@ Qoo (@ Dool@/75 Doe = > (1) g(F) g
1;) ) 14+n
= Y (1)l
=
+ Y (~nr gl an,

n=1

Replacing the summation index n by 1+ m in the last sum:

oo o0 -
S0 @ an = = 3 1y g
n=1 m=0
we can combine two sums into one unilateral sum
i n 1+n —n n
(¢ D)ool Doola/z; Poe = D (1) qU") {a7m — g H1},
n=0
Dividing both sides by 1 — z, we get
o) . Tty " — xn—i—l
(65 Dool47; Doo(a/75 D)oo = D (=1)" g% —
n=0

Applying L’Hoéspital’s rule for the limit, we have
" — xn+1

lim —— =2n + 1.
r—1 1—=x

Considering that the series is uniformly convergent and then evaluating the
limit x — 1 term by term, we establish

(@ % = D (~1)"{2n+1}¢(%")
n=0
which is the cubic form of triple product. O

Remark The shortest proof of the Jacobi triple product identity is due to
Cauchy (1843) and Gauss (1866). It can be reproduced in the sequel.

Recall the g-binomial theorem (finite g-differences) displayed in (B5.3)

(T39)e = Ze:(—l)’“ m q(3) 2k,

k=0
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Replacing ¢ by m + n and x by xq™" respectively, and then noting the
relation
—n —n n _(1+n) n
(@ "2 Dmin = (@ " Dn(@30)m = (=1)"¢" " 2 /2" (q/2;:Q)n (73 @)m

we can reformulate the g-binomial theorem as

m—+n
(@5 Q)m(q/T1q)n = > (—1)F " lm;n]q( 2")ghr
k=0

which becomes, under summation index substitution k& — n + k, the follow-
ing finite form of the Jacobi triple product identity

(@ @m(a/zi ) = S (—1)F [:’jj g]q@xk.

k=—n

This is exactly the finite form (C2.4) of the Jacobi triple product identity.

C2.5. Corollary. From Jacobi’s triple product identity, we may further
derive the following infinite series identities:

e Triangle number theorem (Gauss)
2. 2 o0
CRLSCIES SHC )
(¢ @) =
e Pentagon number theorem (Euler)

“+o0

(@ Qoo = D> (1) gzC .

n=—oo

Proor. Reformulate the factorial fraction in this way:

(¢* o (G DG Do 2. oy ,
IO (@ o = (0% ¢%)oo (=5 @)oo
= (¢ Doo(—C Doo(—¢ @)oo
= %(q; ?)oo (=15 @)oo (=0 @)oo

Applying the Jacobi triple product identity, we have
+oo

(¢ o _ 1 B — LINS 0 SR
G 2 2 Y = {0 )

(4 4% oo =
1 I 14n T n41
= 5{ E_ q( 2 ) + E_ q( 2 )}
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where the substitution n — 1 4+ n has been made for the first sum and
(%) = (*3") for the second sum. Canceling the factor 1/2 by two times of
the same sum, we have the triangle number theorem.

Now, we prove pentagon number theorem. Classifying the factors of product
(¢; @) o according to the residues of the indices modulo 3, we have

(@ Do = (0% ¢*)oo(@5 ¢*)oo(d?; ¢*)oo-

Then the Jacobi triple product identity (C2.5) yields

o oo

(¢; @)oo = Z (—1)"q3(3)+” - Z (_1)nq%(3n+1)
n=—o0 e — 00
which is Euler’s pentagon number theorem. 0

C2.6. The quintuple product identity. Furthermore, we can derive the
quintuple product identity

+oo
g, 2 a/z o [02% a/25 % = Y {1- 2"} 2B (g2)"

—+00
= Z {1 _ Zl+6n} q3(2) (q2/z3)n
and its limit form
“+o00
(q; q)io (q; q2)§0 = Z {1 +6n}q5(3"+1),

C2.7. Proof. Multiplying two copies of the Jacobi triple products

+0oo )
4, 2 a/zd = Y (—1)igl)z
1=—00
+o0 ,
(4%, ¢2°, q/zQ;qQ]C>o = Z (—1)i g 22
j=—00
we have the double sum expression
+oo o _ . ‘
4 2 a/z 4 [0 a2 a5, = Y (= 1)t g(8)+3° 25,

1, j=—00
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Defining a new summation index k = i+ 27 and then rearranging the double
sum, we can write

400 +o0

. (k—2] -2

4, 2 afzdl (6% a2 /%@ = Y (FD)RR YD (1))
k=—00 j=—o00

Noting the binomial relation

k—2j k 2j + 1 , k 0 .

we find that

+oo
0. 2 a/zdly [0 0% 0/ d?), =Y (~1)Rgla)et

k=—o0

“+oo

Z (_1)jq3j2+jf2kj.

j=—o0

X

Applying the Jacobi product identity to the inner sum, we get

o0 +o0 ,
N (1 = N (c1)igS(a) e
j=—o0 j=—00

_ [qfi7 q2+2k, q4—2k:, q6]

oo

This product can be simplified according to the residues of £ modulo 3.

e k=3m with m € Z:

o = 1% ¢ %
(¢* 5™ ¢%)m 6 2 4 6
~———"[¢",¢%,¢", q
(¢%:4%)m [ Joc

[(]6, C]2+2k, C]4_2k, q6]

2

= (-1)"(¢%¢%)s0 ¢ .
e k=1+3m with m € Z:

o = 1% ¢ 7 %

(¢>75™; ¢5)
(qleG)an 4% &%, ¢*, ¢%) o

—m— m2
= (=)™ (¢*¢%)oo g~ "™,

(4%, ¢*2%, ¢* 2% ¢f)

e kL =2-+3m withm € Z:

6 242k 4-2k 6]

[¢%, *12F, ¢* 2k g 6,¢5t0m 7% ¢%lo = 0

o = [4°,q
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because of the presence of zero-factor:
—6m, —
(@™ @)oo =0, m=>0

(q6+6m; 7)o =0, m <O.

Substituting these results into the infinity series expression, we obtain

9, 2, ¢/ %14l 4% 427, a/2%5d%)
+oo

k
= Y (~1)FqlR) 2R, PR, g2, ¢
k=—oc0
+
_ 2, 2 ~ (°)+m—3m?* _3m
= () Y, 4 z
m=—oo
+
_ 2, 2 = ("9m™)—m—3m?> 14+3m
(@07 > q' 2 z
m=—oo
+
_ 2, 2 = 3m? —m . m .3m
= ("D >, ¢ 7 {1—zqg"}
m=—00

Dividing both sides by (¢%; ¢*)s, We get the quintuple product identity:
400
4, 2 a/=dlo (a2 0/ 0%, = Y {1 - 2"} (@)™

m=—0oo

Splitting the last sum into two and then reverse the first sum, we have

4, 2, a/z 4l x [0, a/2% %)
+o0

= 3 PO g Y(g)"
m=—oo
+o0 . 400 .
_ Z q3(2)+mz3m _ Z q3(2)+2m21—|—3m
m=—oo m=—oo
+o0 oo
_ Z q3(3)+2n2_3n _ Z q3(*;)+2m21+3m
n=—oo m=—oo
o0 .
= Y PO (2))"
n=—oo

which is exactly the second version of the quintuple product identity.



42 CHU Wenchang and DI CLAUDIO Leontina

Finally, dividing both sides by 1 — 2
oo 1+6n
1l —z
: 2 2. 2] _ 3(%)
9, a2, 4/ 4l 027, a/2%¢%] > g —

n=—oo

(¢*/2%)"

and then letting z — 1, we get the limiting case of the quintuple product
identity

“+o0
(@ 0% (¢ @)% = > {1+6n}qFCD,

n=—oo

C3. The finite form of Euler’s pentagon number theorem

C3.1. Theorem. The classification of partitions enumerated by (—qz; q)y,
with respect to the Durfee rectangles of (k+¢€) x k leads us to the following
finite form of the Euler pentagon number theorem.

Denote by [f] the integral part of real number §. Then there holds

[*%

]
(—qz; @)n P+ () {n TR

(=425 Qrre
k=0 k :|
14+ quk—l—e . ql—HL—k—e(l 4 qu-l-e)

(1 + qu—l—e) (1 _ q1+n—2k'—e)

C3.2. Proof. For the partitions into distinct parts < n enumerated by
(—qx; q)n, they are divided by the Durfee rectangles of (k+¢€) x k into three
pieces:

A: the Durfee rectangle (k + €) x k itself with enumerator z¥¢#*+e).
B: the piece of partitions right to the Durfee rectangle counted by

—k— L
[n i 6] q( ;k), with k parts,

k-
[n 6] q(g), with £ — 1 parts.
k—1
C: the piece of partitions below the Durfee rectangle enumerated by

(=473 @Q)kte, when B has k parts,
(—qx; q)k+e—1, when B has k — 1 parts.
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Therefore for the fixed Durfee rectangle A, the enumerator for the rest of
partitions is given by the combination of B and C as follows

gs) [n _: - 6] (=g Qkre+ 1) ln ;]j L 6] (=925 @)te

®) n—k—e| 1+xqgt? — gttn=F=¢(142q¢Ft¢)
q\? _ ( qr; Q)k—i—ﬁ-
k) 1 k 1 1 2k ’

Summing the last expression over 0 < k < [(n — €)/2], we get the identity
stated in Theorem C3.1.

Partition A = (865421)
with Durfee rectangle
(k+e)xk=4x3
where e =1,k =3

C3.3. Corollary. This formula contains the following well-known results
as special cases:

e The limiting version with two parameters (n — o)

s 2n—+te .
—qz: _ n(nte+ (1) L 2" (=42 Dnte
(—q7; q)oo ;q o s

e The Sylvester formula (e =1, x = —y/q and n — o0)

W Do = > (-p)"{1 _yqzn}%qw%

n=0
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e The Euler pentagon number theorem (¢ =0, z = —1 and n — o)
> 3n2—n
(@ Do = 1+ (D" {l+q"}qg 7 .
n=1

Remark The Euler pentagon number theorem is also a particular case of
the Sylvester formula. In fact, for y — 1, the limit can be computed term
by term as follows:

377, 7n

(1 —y¢*)(y; On
) P li n
(4 q) EZ: o dm (=) Ty
- qa )n 1 3n2-n —”
nzl Hr=a (¢ @)n

— 1+Z(_1)n{1+qn}q3n22,n
n=1



CHAPTER D

The Carlitz Inversions and
Rogers-Ramanujan Identities

According to the Jacobi triple product identity, we have

|:q4 j:q j:q3 q4] — _f (:Fl)kq2k2+k

k=—o00

The sum of both triple products can be evaluated as a single triple product:
4" —a, —¢*; ¢*] _+ [d* @ %5 ']

+ +
— ~ 8n+2n _ ~ 16(%)+10n
=2 @ =2) 4

n=—oo n=—oo
_ 16 _ 6 10. 16
= 2 [q y =4 ,—q 5 ( }oo
We can similarly treat their difference as follows:

4", —a, =% '] — [d* ¢, ¢ ¢*]

3 3 gels)
— 9 Z q8n —6n+1 _ 2 Z q16 g +2n-+1
n=—00 n=—00
= 2¢[¢"% ¢, - ¢'°] .
Dividing both equations by (¢*;¢%)sc and noting the fact that the odd

natural numbers are congruent to 1 or to 3 modulo 4, we get two g-difference
equations:

(= €)oo + (G5 €)oo = ﬁ S gt (DO.1a)
L™ ?qf’q_gm; '] (DO0.1b)
(=4 *)oe — (65 ¢")oo = @:%)oo S gt (D0.2a)
_ 2q |:q].67 _q27 _q14; q16:| (D02b>

(4% ¢*)oo
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Further, if we specify with z — £¢'/? in Euler’s ¢-difference formula
P NE
x5 q = 2
® e mzzo (@ Dm

then we find that

e 9] 2/2
(+¢'% @)oo = Z

m=0 ¢

whose linear combinations lead us to two summation formulae as follows:

0 2n2

q

(=4"% oo + (@ Qoo = 2 ) @ o (D0.3a)
n=0 Y n

_1/2, (A 1/2, _ 1/2 — Qn(2n+1)

(=4"% @)oo = (4% @)oo = Z (D0.3b)

q; 2n+1

Replacing the base ¢ by ¢*/? in (D0.1a-D0.1b) and (D0.2a-D0.2b), we can
reformulate the left hand sides of both equations just displayed respectively
as follows:

(4%, —a%, - ¢®]
(g% q2)

(—¢""% @)oo + (% @)oo = 2 (D0.4a)

8
q,—4, q q
oo — (@42 oo = 2012 L o 1 (oo

Combining (D0.3a) and (D0.3b) respectively with (D0.4a) and (D0.4b), we
establish two infinite series identities:

[e%e) n2
> q° _ |- - (D0.52)
— (& @)2n (0% ¢%)c
oo 2n(n+1) 8 . _ 7. .8

R 51 I (D0.5b)
= (a5 @)2n+1 (4% ¢?)

They are only very simple examples of classical partition identities of Roger-
Ramanujan’s type. By means of inverse series relations, we establish a finite
series transformation, which leads us to an elementary derivation to the
celebrated Rogers-Ramanujan identities and their finite forms.
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D1. Combinatorial inversions and series transformations

D1.1. The Carlitz inversions. Let {a;} and {b;} be two complex se-
quences such that the polynomials defined by

n—1

¢(x;0) =1 and ¢(x; n) = H(ak +abg), form=1,2,.--
k=0

differ from zero for x = ¢" with n being non-negative integers. Then we
have the following inverse series relations due to Carlitz (1973)

k=0 k
G(n) = ;)( 1)km qb‘(‘f]nfljjf”“l) F(k), n=0,1,2,--- (D1.1b)

which may be considered as g-analogue of Gould-Hsu Inversions (1973).

PROOF. To prove the bilateral implications (D1.1a) = (D1.1b), it is suffi-
cient to verify one implication because one system of equations with F'(n) in
terms of G (k) can be considered as the (unique) solution of another system
with G(n) in terms of F(k), and vice versa.

<= We first reproduce the original proof due to Carlitz. Suppose that the
relations of G(n) in terms of F'(k) are valid. We have to verify the relations
of F(n) in terms of G(k).

Substituting the relations of G(n) in terms of F'(k) into the right hand sides
of those of F'(n) in terms of G(k) and observing that
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we get the double sum

- Gl
>

) n - In—1 k'n n—k
s+ 00 |1 P S0 [ S )

- : n . n—1 gb(qi”; n) (nfife)

= S(ai+a'b)|"|FG) <—1>£{ } oaitnt
pa i) = t ] o(gthi+1)

Let S(i,n) stand for the inner sum with respect to ¢:

s = o[ o5

=0

(S

It is trivial to see that

¢lg™n) 1
é(g™;n+1) an + q"by,

S(n,n) =
which implies that the double sum reduces to F'(n) when i = n.

In order to prove that the double sum is equal to F'(n), it suffices for us to
verify that S(i,n) =0 for 0 <i < n.

i+l
Noting that % is a polynomial of degree n —i—1 in ¢*, we can write

it formally as

; n—i—1
¢(qz+€. l(n—i— 1
s - 2, G

where {C;} are constants independent of £. Therefore the sum S(i,n) can
be reformulated accordingly as follows:

n—u n—i—1

S(i,n) = ["_1 (") Z O, ¢'n=i=i=1)

_ —Z—l C n—u [n . Z-| q,gj

7=0 = O

where we have applied the binomial relation

<n_2i_£> - (n2_2> * (5) —l(n—i-1).
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Evaluating the sum with respect to ¢ by Euler’s ¢-difference formula (B5.3)

n—u

Z [n . Z] G~ = (¢ q)us
=0
which vanishes for 0 < j <n —1.

This completes the proof of the Carlitz inversions stated in D1.1. O

= An alternative proof is worth to be included. Assuming that (D1.1a)
is true for all n € Ny, we should verify the truth of (D1.1b).

In fact, substituting the first relation into the second, we reduce the question
to the confirmation of the following orthogonal relation:

n

: n—il a5k) -y f1 i=n
;(-nm {Cbk‘Fqkbk}[]{;—i]Wq( ) = {0, in (D1.2)

It is obvious that the relation is valid for ¢ = n. We therefore need to verify
it only when ¢ < n. For that purpose, we introduce the sequence

e e

Then it is not hard to check that the summand in (D1.2) can be expressed
as follows:

] P e

Separating the two extreme terms indexed with k = ¢ and k = n from the
sum displayed in (D1.2)

r = Olasitl)
" o(gi+1)
Lo o)
o(q™;n)
and then appealing for the telescoping method, we find that
LHS(D1.2) = 74+ (=1)" "7, + Z (_1)k+i{7_k+7'k:+l}
i<k<n

= {riq+ (—1)n+i7n} —{7it1 + (—1)n+i7n} =

This completes the proof of (D1.2). O
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D1.2. Series transformation. For the polynomials ¢(z;n) = (Ax;q),
specified with a; = 1 and by, = —¢* ), the inverse series relations displayed
in D1.1 become the following:

f(n) =Y (1) {Z}q(n;)(qk/\; O g(k), n=0,1,2,--- (D1.3a)
k=0
n n 1— g%k
g(n) = kzzo(_l)k [k] @ Drs f(k), n=0,1,2,---.  (D1.3b)

By means of the finite version of Kummer’s theorem and rearrangement of
double sums, we may establish finite and infinite series transformations

i m Vg g(n) = i(—l)’“m(l_ixqug f(k)  (Dl.4a)

o (A5 @)n P A @)t
> n? o0 1 — ¢2k\ )\quQ

) k). D1.4b
nz_o (A Dn ; M@)o (€@K Fk) ( )

PrOOF. By means of (D1.3b), we can express the left member of (D1.4a)
as the following double sum

Tl A" n* nl 1—q¢*k\
msoua = 3 [T S [ g e

n

n=0 k=0
m m —k )\nan

- Sem-eaflmg L
kzzo( '( ) k A ); n—k| (N @nirtt

- S [ S [
— k(N @241 = 2hHL); q);

where we have applied relations on shifted factorials

N Dnikt1 = N D@ N k1 = (N D2k11(@ N @)n—r (DL.5)

and the substitution j := n — k£ on summation indices.
In view of the finite version of Kummer’s theorem stated in Corollary C1.2

we can evaluate the inner sum as the following closed form:

mz:l — ] N I (7+2k) 1
pard (@ N ) (@FN @k
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Recalling (D1.5), we derive finally the following

oo m ok [m 1 — g2k )\quQ
LHS(D1.4a) = ;( 1) [k]wq)%“ (qQkHA;q)m_kf(k)
" 9 m Ak gk
— Z(—l)k{l—qk)\}[k]mf(k)

>
I
o

which is the first identity (D1.4a).

The second identity (D1.4b) follows from the limit m — oo of (D1.4a). O

D2. Finite ¢-differences and further transformation

On account of the inverse series relations

@ = V] Ot (D2.1a)

(Oar = S0 s (D2.1b)

we may determine, as an example of (D1.3a-D1.3b), two sequences as fol-
lows:

Fn) =" TG\ g = g(n) = (A )

They may be used to reformulate the finite series transformation (D1.4a)
explicitly

Y L L

n=0

PROOF. The first relation (D2.1a) is a restatement of Euler’s g-finite dif-
ference formula (B5.3). Specifying the Carlitz inversions stated in D1.1
with

dlein) =1, f(n) =2"¢), g(n) = (@:0)n
we get the second relation (D2.1b) which is dual to the first one.

In order to verify that two sequences

) =2 G g = g(n) = (N @)
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satisfy (D1.3a-D1.3b), it is sufficient to show that

NG ) = Z(—l)km ") @)r(a" X 9)a

k=0

=i H PV Qs

in view of the inverse series relations specified with ¢(xz;n) = (Ax; q)n.

Applying (D2.1b) with = g™\, we confirm the last summation identity:

Zn:(—l)k m =) Dk =X ) Zn:(—l)’“ m "2 ("N g

The transformation (D2.2) follows from (D1.4a) with the {f(k), g(n)} se-
quences just displayed explicitly.

D3. Rogers-Ramanujan identities and their finite forms

D3.1. Proposition. With the specifications A — 1 and A — ¢ in (D2.2),
the finite forms of Rogers-Ramanujan identities can be derived as follows:

S ] n? (Q7 Q)m u k [ 2m ] (k)+2k2
“ = -1 g\z D3.1a
nE::O L7 (¢ @)2m k::z—:m( ) | m+k ( )
m —m— (C]' (]) m+1 _2m n 1_ (k)
n2+n ) m k +2k2—k
L s P -1 g2 . (D3.1b
nZ:;) L7 ] (q; q)2m—|—1 kz ( ) _m—|—]g_ ( )

PROOF. Separating the first term from (D2.2), we have

M|\ n n2 L—q*"\ o 2k2+(%)
A = —)\ 2).
2 M ! SO [ } !

n=0 ()‘ Dmt1 (@* A @m1
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Its limiting case A — 1 may be manipulated as follows:
" m n2 i m 1-— q2k 2, (k
S - G [ [l
n—0 h—1 q q)m+1
_ ek % 2424 (5)
o k+1. q) q :
7 m k=1 I m
In view of the definition of g-Gauss binomial coefficient and the relation
(@ Dmrk = (@ Dr(@™H Om
we can further reformulate the sum as
m m . k
) m PSR S o (Y} S CER LN & by 6
= n (@ Dm = (@ QDm—r (@& Qm+k
1 (@ Dm N [ 2m ] 2k (&
= + (-1) )
(@ Dm (6 Dom ; m+k
R i(_ ) [ 2m 1q2k2+(’“§1),
(@3 @)om = m+ k
Performing the replacement k — —k in the last sum and noting that
2m | | 2m
m—k| |m+k
we can combine the last three expressions as a single one:
" m 2 i 2m 2., (k
n® _ -1 k 2k +(2)
>t = e
n=0 k=—m
which is the finite form of the first Rogers-Ramanujan identity (D3.1a).
Similarly, specifying (D2.2) with A — ¢, we have
- m n+n? - m 1 - q2k+1 2k +( )+2k
3 [ = S ",
n—0 —0 7 q)m+1
(G Dm < K [2m 4 1] 2k+1y 2k +(5)+2k
= —Lm %7 1 g2
(¢ @)2m+1 kzo( ) | m—k | ( )
_ C], )m Z K [2m 4 1] 2 +(5)+2k
q)2m+1 | m —k |
(q; Q)m 1) [2m + 1] q2k2+(§)+4k+1.
(4 Q2m+1 1= | m—k |

53
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Replacing the summation index k£ by —1 — k£ in the second sum and then
combining the result with the first one, we get the following simplified trans-
formation

= [m n4n? (@ Dm < k [27” + 11 2k%+(5)+2k
= - — —1 2
nz::o ln]q (45 @)2m+1 k:;_l( =k

which is equivalent to the second finite form (D3.1b) of Rogers-Ramanujan
identities under parameter replacement k — —k. ]

D3.2. Theorem. Their limiting cases give rise, with the help of the Jacobi-
triple product identity, to the celebrated Rogers-Ramanujan identities:

1 S > 1

(@5 ¢°)oo (0% ¢°) s nzzo (5 @)n ,EO (1 —¢"+oF)(1 — ¢*+5F) ( )
1 X gVt > 1

_ - . (D3.2b

(4% ¢°)o0 (@%; 4°) o ,;) (@3 @)n kl;[O (1= g>tF)(1 — ¢3+5%) ( )

PROOF. Letting m — oo, we can state (D3.1a) as

oo Qn2 B 1 +o0 . (g)+2k2
n=0 <Q7 Q)n N (q’ q)oo kzz_:oo( 1) q

= 1 +oo (_1)kq5(§)+2k

(4, 4)oc kzz_ :

The sum on the right hand side can be evaluated, by means of Jacobi triple
product identity, as
“+oo
> ()R E2F = (6% 6% ?) .
k=—o00
Therefore the first identity (D3.2a) follows consequently:
2

i q" [°.¢*¢% 4], 1

(G On (¢; 9)o Cadhd)

n=0

If we let m — oo in (D3.1b), we find that

i qn2+n _ 1 —i:.o (_1)k q(§)+2k2_k
= (4 @)n () T
1 X ‘
= > -1k gt
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The sum on the right hand side reads as
00 .
S 0P E = [Pg, ¢k
k=—oc0

in view of Jacobi triple product identity.

Hence we have established the following

i ¢t e dhd), 1

(o @de [ %0
which is the second identity (D3.2b).
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4

Up to now, about ten proofs have been provided for this beautiful pair of
identities. The most recent ones are, respectively, due to Baxter (1982)
based on the statistical mechanics and Lepowsky-Milne (1978) through the
character formula on infinite dimensional Lie algebra (Kac-Moody alge-

bra [45, 1985)).






CHAPTER E

Basic Hypergeometric Series

This chapter introduces the basic hypergeometric series. Its convergence
condition will be determined. The fundamental transformations and sum-
mation formulae will be covered briefly.

E1. Introduction and notation

E1.1. Definition. Let {ai}::O and {bj }jzl be complex numbers subject

to the condition that b; # ¢~ " withn € Ny for all j = 1,2,---,s. Then the
basic hypergeometric series with variable z is defined by

ag, @1, -+ Qp

1+T¢S [ bla T bs

s 00 (ao;q)n(CMQQ)n...(CLTQQ)n AL (1) (g) s—r
q’] ;(q;Q)n(bl;Q)n'”(bs;Q)n (==l

Remark If there is a numerator parameter a; = ¢~ * with k € Ny, then the
g-hypergeometric series is terminating, which is in fact a polynomial of z.
When the series is nonterminating, we assume that |g| < 1 for convenience.

E1.2. Convergence condition. For the ¢g-hypergeometric series just de-
fined, the convergence conditions are as follows:

(A) If s > r, the series is convergent for all z € C;
(B) If s < r, the series is convergent only when z = 0;
(C) If s = r, the series is convergent for |z| < 1.

PRrOOF. Denote by T, the summand of ¢g-hypergeometric series

. n (M s—r (@0 Onlar; @n -~ (ar; @n
T {1y (@G Db Dn - (bai )n
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To determine the convergence conditions, we consider the term-ratio:
Tt _ Z(l —q"ap)(1 —q"a1)---(1—q"a,)
T 0= gy (1 ga)

On account of |¢| < 1, we have |¢"| — 0 as n — +oo. Hence we get the
following limit:

(")

7 0, r<s
. 1
11111 ‘ ;ﬁ = (400, r>sandz#0
n—-roo
" |z|, r=s.

According to the D’Alembert ratio test, the convergence conditions stated
in the Theorem follow immediately. 0

E1.3. Classification. For the basic hypergeometric series, suppose r = s,
the very important case. If the product of denominator parameters is equal
to the base ¢ times the product of numerator parameters, i.e.,

qaoal...ar :ble...bT

then the 14,¢.-series is called balanced or Saalschiitzian.

Instead, if the numerator parameters and the denominator parameters can
be paired up so that each column has the same product:

qao :albl - :arbr

then we say that the 14,¢,-series is well-poised. In particular, it is said to
be very-well-poised if we have a1 = —ay = ¢y/ag in addition. These pairs of
parameters appear in the basic hypergeometric sum as a linear fraction

L—ag®  _ (@vaoi @k (4v/a0; )

1—ap (Vao; Or  (—v/ao; @)k

E1.4. Examples. In terms of g-series, we can reformulate the Euler and
Gauss summation formulae as follows:

Gam = o[ fae] = X EF0

= (& Dk
1 0 > P
(= @) 100 l— ‘q; Z] =2 (@ D

They will be used to demonstrate the ¢g-binomial theorem.



Classical Partition Identities and Basic Hypergeometric Series 59

E1.5. Ordinary hypergeometric series. In comparison with the basic
hypergeometric series, we present here briefly the ordinary hypergeometric
series, its convergence condition and classification. The details can be found
in the book by Bailey (1935).

Let {ai};o and {bj};:1 be complex numbers subject to the condition that
bj #—n with n € Ny for j =1,2,---,s. Then the ordinary hypergeometric
series with variable z is defined by

ag, a1, - Qp
1+rFs
[ bl?"'abs

(@)@ (@,
Z]‘Z W (O1)n - (bo)n

where the (rising) shifted factorial is defined by

(c)o=1 and (¢)p=clc+1)---(c+n—-1) for n=1,2,---

Classification Similar to basic hypergeometric series, we consider the
case r = s for ordinary hypergeometric series. If the sum of denominator
parameters is equal to one plus the sum of numerator parameters, i.e.,

l1+apy+a1+---+a.-=by+bas+---+0,

then the 1, Fj-series is called balanced or Saalschiitzian.

Instead, if the numerator parameters and the denominator parameters can
be paired up so that each column has the same sum:

l+apy=a1+by=---=a, +b,

then we say that the |, F,.-series is well-poised. In particular, it is said to
be very-well-poised if we have a1 = 1 + a¢/2 in addition. The last pair of
parameters appear in the (ordinary) hypergeometric sum as a linear fraction

ag + 2k _ (1+a0/2)k
ap (ao/Z)k ’

Convergence condition for the (ordinary) hypergeometric series is deter-
mined as follows:

o if r < s, the 14, Fs-series converges for all z € C;
e if r > s, the 14, Fs-series diverges for all z € C except for z = 0;
e if r = s, the 14, F,-series converges for |z| < 1, and when

z=+1 if R(B—A)>0
z=—1 if R(B-A)>-1

where A and B are defined respectively by
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A= iai and B = ibj.
=0 j=1

Remark Noting that the limit relation between ordinary and g¢-shifted
factorials

a-gr T

we can consider the (ordinary) hypergeometric series as the limit of the
basic hypergeometric series:

ao, Ay, - ar
1+TFS
l bl,"'abs

Z] = lim 1+r¢s
q—1

an’ qal’ I qar g (_1)7‘—8 Z]
qblv Yy qbs ’ (1 — q)r—s

This explains why there exist generally the g-counterparts for the (ordinary)
hypergeometric series identities.

E2. The ¢-Gauss summation formula

This section will prove the g-binomial theorem, the ¢-Gauss summation
formula as well as the ¢-Chu-Vandermonde convolution.

E2.1. The ¢-binomial theorem. In terms of hypergeometric series, the
classical binomial theorem reads as follows:

l H Z _1_;2)07 (=l < 1).

Its g-analog is given by the following ¢g-binomial theorem:

o0 = 0=

o (2] < 1), (B2.1)

For ¢ = 0 this identity reduces to Gauss summation formula. Replacing z
by z/c and then letting ¢ — oo, we recover from it the Euler formula.
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PRrROOF. In fact, expanding the numerator and the denominator respectively
according to Euler and Gauss summation formulae, we have

(cz; @)oo Z e (i) 2
D D e
(25 @)oo — (@9 = (& 9);
o0 o n ~n oo (C, Q)n
= Y SO e = 3 Sl
= (¢ On = i = (¢ On
where the last line follows from the finite g-differences. O

E2.2. The ¢-Gauss summation formula. The ¢-binomial theorem can
be generalized to the following theorem.

For three complex numbers a, b and ¢ with |¢/ab| < 1, there holds

a, by T N (@ @D Dn e (/65 @)oo(e/bi 9o
201 l ¢ ‘ % ¢f b} nz_% (@ On(c q)n( fab) (¢ Qoo(c/ab; @)oo

PrROOF. We can manipulate, by means of the ¢-binomial theorem (E2.1),
the infinite series as follows:

i (a; @)n (b ) (L) -
; ab

= (@ Dnlc;@)n

oo N~ (/05 0)k e (d"¢/b:0)oc
(k. (¢Fc/ab; q)so

 (59)so(e/b Q) = (c/ab; @)k,
N (CQQ)OO(C/abQC.])oo];) @ |
(¢/a;q)oo(c/b; @)oo

(¢ @)oo (c/ab; @)oo

which establishes the ¢g-Gauss summation formula. O

E2.3. The g-analog of Chu-Vandermonde convolution. The termi-
nating case of the ¢-Gauss summation formula can be reformulated as the
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g-analogues of the Chu-Vandermonde convolution:

2 |9 i‘ ¢ q" c/b] = % (E2.2a)
200 |1 i‘ 4 (J] - %bn (220)
zn: ﬂ ln g k] TR k) _ [xzy] (E2.2¢)
k=0 *

Proor. The first formula is the case a = ¢~ of the ¢-Gauss theorem,
which can be reformulated to other two identities.

By definition of ¢-hypergeometric series, rewrite (E2.2a) explictly as

o |10 e = Z @k (g = (Y D

—~ q) (¢ @n

Considering that

T = kyp—k (Hl)*nkM
(T3 @n—r = (=1) q (qt=" /x5 q)

we can manipulate the reversed series as follows:

) N (7 ) N (/F7) NS n gy
Cr R DR s e

(

n

"5 @) (b5 )n O S U Drld' "/ Dk 4,
b)

PRI Z Jeld b !

" DB Dn, n n lq‘”, ' "fe| ]

@Ganlci ) 1 /0 2 g /b ‘ ¢4

which is equivalent to

201 [q_n’ gi::%‘ g; q] = (—1)”q(3)<g>"%

(

in view of

Performing the parameter replacements
B — ¢/
C — ¢ /b
and then applying the relation
(' /Csq)n = (~1)"q” DT (Cs ),
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we can restate the last formula as:

(C/B;q)n

", B| _ on
2(’51[ C‘“]‘B Cram

which is the second formula (E2.2b).

Writing the g-binomial coefficients in terms of g-shifted factorials

] = e o )
' 1)k
Y — (@ ") — (_1)kan—(§) (q_n;q)k (qy_n—HQQ)n
n—k (@50)n—x (@ @)n (@ " @)k

we can express the g-binomial sum in terms of g-series:

— Lk] ln—k (4:9) — qy ”“ Q)k
(qV— "+ q) na g
= T)nnq 201 1 qy—n—l—l ‘q;q .

Evaluate the last g-series by (E2.2b):

(g*tv="*q),
(gL q)p

we find consequently the following ¢g-binomial identity

- x Y (x—k)(n—k) _ (qx—l—y—n—i—l; Q>n R +y
§ : q = : =
= Lkl n—k (¢ 9)n n

which is, in fact, the convolution formula (E2.2c). O

— —x
201 [q ’ qu_n+1 ’ g; q] = q "

E3. Transformations of Heine and Jackson

E3.1. Jackson’s ;¢s-series transformation.

201 {a, I;’CI; Z} = %X%ﬁz {Z’ C/b‘q, bz]-

PROOF. According to the ¢-Chu-Vandermonde formula, we have

(bf Wn = 201 [q—n, Céb ‘ q; qnb] zn% (CC/;) L (bg" )k
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Then the g-hypergeometric series in question can be expressed as a double
sum:

n=0 no 1T Q)r(c; Ok
R S LT IRVINE S (T ) LG N
N ,; OGN nz;; (4 @)n (24")

For the last sum with respect to n, changing by j := n—k on the summation
index and then applying transformations

(a;0)j+k = (a;q)r(ag”;q);
(@7 ™™g (D" q_’“(”’“”()
(@) j+x (45 9);

we can evaluate it, by means of (E2.1) with ¢ — ag”, as follows:

)
n==k

7

)k: (qu)n _ (—Z)k k y i aq q] J
7=0
= (-2 (@ g x 160 [“ﬁ ‘q; Z]
= (—Z)kq(g)(a; Qr X M
(25 9k
— =2k (a; @)k (az;q)oo

(az;Q)k (25 0)0

We have therefore established

o[ U e] = L S gy l) OB

(2:0)o0 = (¢ @)r(az; @)r(c; @k
_ (aZQQ)oo a, C/b b
BT S [ e |9 b]

which is Jackson’s transformation. O
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E3.2. Heine’s g-Euler transformations.

[ ¢/b, =z

b b, az;q|
201 la ‘q; Z] B ﬁ X 201 az ‘ b (E3-1a)
[c/b,b2; 4o [abz/e, b g
ECEr o [ elt] - (B8.10)
b 74 ) oo [ |
_ % < oo |9V g abzyel (B30

PROOF. Substituting the g-factorial fraction

b _ ()0 (47 )o0
(On (@D (¢"039)0

into the g-hypergeometric series

201 la’ i’q; Z] = iwzn

= (¢ Dnlc; n

and then applying the g-binomial theorem (E2.1):

(¢"¢ Qoo _ [C/b , nl _ — (/b Dk gy
(g"b; @)oo 1o | ‘q’q ’ ,;) (@ Ok ’

we can manipulate the g-series as follows:

o - (b;Q)oooo( nznoo C/kankk

o[ e s = DB 7 D D v
_ (b?Q)OO - (C/bqk k aq)n k\n
(@) kzzo (40 Z a0

Again by means of (E2.1), evaluating the last sum with respect to n as
(@ Dn e (@F0210)s
Z ()" =
= (G Dn (¢"2: @)

and then simplifying the series with

Faz: @)oo = ~—1222
(¢"az;q) 0)

(6"2;¢)0 =
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we derive the following expression

[@7 b L ] _ (53@)so(@23 @)oo N (/b @i (25 @)1y
2¢1 q; =z - b
¢ (€ Qoo (2 @) o0 £ (@3 D (a2 @)k

(b 9)oo(02 D)oo, [c/b, z ‘q; b]
(€ @)oo (23 @)oo
which is the first transformation (E3.1a).

Applying the transformation just established to the series on the right hand
side, we have

z, ¢/b | (¢/b; )00 (b25 @) o abz/c, b
’ . b = ? . b
201 l 0s ‘ ; (02 0) o (0 0) 201 b ‘q, c/
whose combination with the first one result in
a, b ] (50)(az @) /b, |
291 l c ’q’ 1= (65 @)oo (%5 @) 0o 201 az ‘ ¢ b
(¢/b; ) (b25 @) o abz/c, b
= ’ :c/b| .
(¢;0)o0 (23 @) 0 201 bz )q’ ¢/

This is the second transformation (E3.1b).

Applying again the first transformation, we get
b, abz/c ‘ (abz/c; q) oo (€ @)oo c/a, c/b ‘
) . — ’ ; b .
2¢1 [ bz q; C/b] (bZ, Q)oo(c/b, q)oo 2¢1 c q;a Z/C
This leads us to the following
a, b (¢/b; @)oo (b25 @)oo abz/c, b )
) . — ) . b
201 l c ‘ q; Z] (€ D)oo (2 Q) 201 by | € c/
abz/c; @)oo ,c/b
T [T | anes
which is exactly the third transformation (E3.1c).

The last transformation can also be derived by means of the Jackson trans-
formation stated in E3.1. In fact, interchanging a and b in the Jackson
formula, we have
a, b . . (bZ, Q)OO ba C/a .
2¢51l C’qazl—mxzsﬁz c bz‘q,a2~
While the g-series on the right hand side of (E3.1c) can be transformed, by
means of the Jackson identity, into the following

b2 @)oc ,
201 [C/a’ Céb ‘ q; abz/c] = % X 202 [Cé? bbz IQ; az} .
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Equating both expressions, we have
a, b| _ (abz/c;q)oo c/a, c/b|
2¢1[ C‘Q»Z] —szﬁbl c )q,abz/c :
The proof of (E3.1c) is therefore completed again. O

Remark The Heine’s transformations (E3.1a-E3.1b-E3.1c) may be consi-
dered as g-analogues of the Pfaff-Euler Transformations for the (ordinary)
hypergeometric series:

) b —a ) —b <
2F1[a C‘Z] = (1-2) 2F1la CC ‘z—l]
= (1—Z)c_a_b2F1 lC—CL, C;b‘21
E3.3. The Bailey-Daum summation formula.

2. /p2. 2
a, b ‘ } lqa, ¢*a/b?; ¢°]

; — b = —_ ; 00 OO, b < 1 .

200" gagp |5 0] = e R g <

PROOF. Applying the Heine transformation (E3.1a)
a, b [b, az; q] c/b, =z ‘
) . — o ) . b
201 l c ‘ g; 2’] eznd. X 21 ws | @

we can proceed as follows:

201 [qa/b‘q’ ~a/ ] <qa(7z§;qq)>m(<_—q;/qg-02> 201 lq/b’ A ]

(45 @)oo i Q/b q n(=/b D o
~ (qa/b; (J) C]/b Qoo =, )n(—=4; On
Simplifying the last sum with relations
(/0% %) = (a/b;Q)n(—4q/b; On
(%) = (G Dn(—GDn

and then evaluating it by means of the ¢-binomial theorem (E2.1), we have

i (4/5 Dn(=a/Y D n _ i (/6% @)n o _ (@0/6% %)
= (G DOn(~=GDn = (@) (a5 ¢%)oo
which results consequently in the following
(a5 4) oo (—; @)oo (¢%a/b% ¢*) o
q

a, b o _
201 |: qa/b ’ B Q/b‘| (qa/b§ Q)oo(_Q/b; Q)oo 8 (a; q2)<>o
(=45 @)oo (aq; %) 0o (42 a/b%; 7)o
(qa/b; q)oo(—q/b; @)oo
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thanks to the shifted factorial relation

(a;9)e = (aq;¢%)o0(a;¢%) o

This proves the Bailey-Daum summation theorem. 0

E3.4. Infinite series transformation. Armed with the g-series transfor-
mation formulae, we apply again inverse series relations (D1.3a-D1.3b) to
establish another infinite series transformation, which will be used in turn
to prove two infinite series identities of Rogers-Ramanujan type.

Recalling the inverse series relations (D1.3a-D1.3b), if we take the g-sequence

(A @)n () .
gn) = ——%—q\2/ with n=20,1,2,---
" (aX; ¢%)n
then the dual sequence will be determined by
0 n —odd
f(n) = ’ m m2—m
(=)™ [¢: 567, q , n=2m.
We have accordingly from (D1.4b) the infinite series transformation:
o0 An 3n2—n o0 1 _ q4k3A (}\ )k 5k2 b\ 2k
q°" AR, E3.2
n;) (45 DnlgAs ¢?) kzz(:) A @)oo (0% 4Pk (£3.2)

PROOF. Substituting ¢g(k) into (D1.3a) and then rewriting the ¢-Gauss bi-
nomial coefficient, we have

s = Y a0 @ g

= ("™ O S+ (A @tk
Z (& D (e ¢)n

By means of factorization

(N Dk = (Var O x (—Vah; @)

we can express f(n) in terms of a terminating g-hypergeometric series
n
n ", D) ‘ ] (k+1>
n = (2) A; X 2
f(n) a2/ (X5 q)n g:o[ I

= G @)n x 2 [3/;—7;” _q:;;—/\ ( q; —ql :
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Rewriting Jackson’s transformation formula stated in E3.1

bd d/a;q)so
202 [Z: ;‘C]; %1 = % X 201 [a, b/C‘q, d/a}

we can further reformulate f(n) as follows:
n A; n —n —-n \ .
f(n) = q(Q)(—q) X 201 {q g \/_\21;\]/ )q; —q /q)\] ‘

Evaluating the last series by means of the Bailey-Daum formula stated in
E3.3:

lqa, ¢?*a /0% ¢?]
lqa/b,—q/b;q]

ou | | =it = oo (la/bl < 1)

we find that

" 1—n 14+n
fin) = ¢ (X g)n [q . ’ qq}\)\ ‘q2L).

If n is odd, we have f(n) = 0 for (¢*™"; ¢*)oc = 0. Suppose n = 2m
instead, we have the following reduction

om 1-2m 142m
fo) = a0 | T ]

Substituting g(n) and f(k) into (D1.4b), we establish (E3.2). O

E3.5. Two further identities of Rogers-Ramanujan type. Speci-
fying with A — 1 and A — ¢2 in (E3.2), we derive the following identities of
Rogers-Ramanujan type:

i . _ 14", q*, 4% q"]
—~ ; @)n (@5 @)oo
i g _ 14", 6%, ¢% ¢"°]

n—O n q; )n+l (qa Q)oo
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PRrROOF. Putting A\ — 1 in (E3.2) and then separating the first term from
the right hand side, we derive

3n 777,

= _ 1 = 1\k 2k\ ,5k%—k
nz_% G ¢*n (q;q)oo{lJrk:l( D i+ }
B 1 = k 5k2_k - k 5k +k
N (q;q)oo{lJr,;( +; }

Performing replacement k& — —k in the last sum and then applying the
Jacobi triple product identity, we reduce the sum inside {---} as

o0

3 (DGO = [g10 gt g% 1]

k=—o0o0

which leads us to the first identity:

n2—n
i ¢ A
= (¢ On(¢; ¢*)n (4 @)oo

When A — ¢2, we can similarly write (E3.2) as

o0 3n +3n e'e)
4k+2\ 5k%+3k
Z = Z — ¢} g
n—O q; )n—i—l oo —0
o
{Z k: 5k +3k + Z k+1 5k +7k:+2}
)oo k=0

Replacing k£ by —k — 1 in the second sum and then applying the Jacobi
triple product identity, we find that the sum inside {-- -} equals

Z (— 1)kq10( )48k _ [q10, 2, ¢ qlo}oo

k=—00
which results in the second identity:
oo M

Z _ (@, &% & ]

¢ 4%)n+1 (45 @)oo

This completes proofs of two infinite series identities of Rogers-Ramanujan
type. U
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E4. The g-Pfaff-Saalschiitz summation theorem

The formula under the title reads as the following

—Nn

302 {q h qlfab/c’q; CJ] = [cc/cz/z/bb q] . (E4.1)

¢,

E4.1. Proof. Recall the ¢-Euler transformation (E3.1c):

which can be reformulated through the g-binomial theorem (E2.1), as a
product of two basic hypergeometric series:

21 {C/a’ ¢/b ’ g abz/c] — 160 [C/“b (q, abz/c] X 3¢ l ‘q, }

Extracting the coefficient of 2" from both members, we have

(c/a; q)n(c/b; q) i )i (c/ab; q)n— £ (abe)n

(¢ @)n(c; @n )k (¢ Dn—rk
which can be restated equivalently as
(¢/a; @n(c/bi@n  _ zn: @) (b3 (@ ko
(¢;@)n(c/ab; q)n — (¢; )k ( 1=nab/c; q)y
_ b ‘ .
- c, 1—nab/c q; q
in view of shifted factorial fraction
(c/abs@n—r _  (c/abig)n (""" @)
(& Dn—r (G @)n (g~ Fc/ab; q)

(c/ab;q)n (¢ ™ Q)k
(:@)n  (¢*7mab/c; g

This completes the proof of the g-Saalschiitz formula. O

(qab/c)".

E4.2. The formula (E4.1) can also be proved by means of series rearrange-
ment.

Recalling the ¢-Chu-Vandermonde formula (E2.2a), we have

k

. —k
(a7q>k¢ _ 2¢1 |f] ’ Céa ’q’ qka] Z J C/a Q)J qk:j

(¢ @k e )y (¢;q);
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Then the ¢-hypergeometric series in (E4.1) can be written as a double sum:

- - Ok De
LHS(E4.1) = q
( ) kZ:;) 1 n&b/c, Q)kz

- : q‘ q); C/a q);j

_ k ) J k]

= 2w 1 ~ q Z q
= ( ab/c e = (G956 a);

_ En: C/a q); JZ Dr(b; Prlg™” §Q)jqk(j+1)
]:O j k—j k ql nab/C Q)

where we have changed the summation order.

Denote by €2(j) the last sum with respect to k. Changing the summation
index with ¢ := k£ — j and then applying relations

(2:Q)i+; = (@39)i(d'x;50); = (239);( 25 9);
(7 75q); = (1Y q 7R g

we can reduce €2(j) as follows:

Q) = zn: " k(big )k(q_kQQ)qu(j+1)

- k(g'ab/c; q)x

Qk)

_ (q_n;Q) 30 @)ii(a 5 ); NG+
—  (¢@)i+5(¢""ab/c; q)it
.41 — n+3 Jb ) .
GRIUEE i(@bq)i
Va (¢~ ”ab/c q); Z 4 q 1 "*Jab/c ¢

e @b [ g
- (_1) q( ) ( 1— nCI,b/C q 2¢1 lql—n+jab/c ’ q; Q] .

—_

= (-

\./v

~—
<.

Applying now the ¢-Chu-Vandermonde formula (E2.2b), we can evaluate
the g-series on the right hand side as

—nti bq’ (¢t "a/c; q)n— \n—j
q 9 q . _ q 7 J
201 ql—n+jab/c ‘ 1 - (q1 ”+3ab/c, Q)n—g (bq )

which results consequently in

Ny @a)ibie); (@G e
Q(7) (—1)q (@=abjcq), X T (bg?)
— (_1Vvi.(5Y) (a7 "5 q);(b; )J (ql_na/c;q)n \n—j
( 1) q ( 1— Ja/c q) (ql_”ab/c; Q)n (bq)
(¢/a;@)n (a7™59)5(b;9);
(C/ab; Q)n (C/CL; (])j

(q”c/ab)j.
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Substituting the last expression of €2(7) into the g¢o-series and then applying
the g-Chu-Vandermonde formula (E2.2a), we get the following evaluation

n

Zaj( (c¢/a; Q)j Q(5)

= (@49)(ca);

(c/a:@)n  [¢7" b  n
W2¢1 c ‘ a:q"c/b
(¢/a; @)n (/b3 @)n
(c/ab;q)n (¢ q)n

which is equivalent to the ¢g-Pfaff-Saalschiitz formula (E4.1).

—n

y a
302 4 ’

b
c, ql—nab/c ‘ q; Q:|

E5. The terminating ¢-Dougall-Dixon formula

It is, in fact, a very-well-poised terminating series identity

a, Q\/a7 _Q\/aa b7 G, q_n q1+na‘|
695 —

qa, qa/bc
va, —va, qa/b,qa/e, ¢ "alT be - (E5.1)

- [qa/b, qa/c ‘q] ;

4q;

PROOF. Based on the Carlitz inversions presented in (D1.1), we can derive
the identity directly as the dual relation of the g-Pfaff-Saalschiitz formula
(B4.1).

Recalling the g-Pfaff-Saalschiitz theorem (E4.1)

", a b Lo = [elasc/by
3¢2[ c ql—nab/c‘qv q} = [C,C/ab “4|

we can restate it under parameter replacements as
s lq", q"a, qa/be ‘ , ] _ (@bl @n
o qa/b, qa/c |7 7] (qa/biq)a(g"c/a; q)n
(0; )n(c; @)n (@)n
(qa/b;@)n(qa/c; @)n \ bc )
In order to apply the Carlitz inversions, we reformulate the g-series

¢ q"a, qajbe| 1 N~ (07" @k( e @)k(ga/be @n g,
S@[ qa/b, qa/c ‘ ’q] a ,; (43 @)r(qa/b; @)r(ga/c; @)

in terms of the g-binomial sum

- n— ; be; @)
4 km ) (da q), (a; 9)r(qa/bc;

2V |y o s D o Cgare o

(2) (43 On(b; @)n (5 On <@>”
(qa/b; q)n(qa/c; q)n \ be
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where we have used the following transformations:

e [ [V

(¢ @)k k
a; 4)n a; Q)r(q"a; @)
(qna;q)k ( Q) +k ( Q)k.(q Q) .
(a; q)n (a; q)n
Specifying the ¢-polynomials with a = 1 and by = —¢*a in the Carlitz
inversions (D1.1a-D1.1b), which implies
n—1 ‘
¢(z;n) = (ax;q)n = [](1 - axq)
i=0

and then choosing two sequences

f(n) @Hmwdm@ma@n<@)”
(ga/b; @)nlqa/c; q)n \ be
g(k) (a;q)k(qa/bc; Q)

(ga/b; @)k (qa/c; @)
we write down directly the dual relation
Zn:(_l)k: m L—¢®a_ 1y (@b gilci (@)k
= k] ("a; k1 (qa/b;q)r(qa/c; q)r \ be
_(a59)n(ga/be; q)n
(ga/b; q)n(ga/c; @)n

Feeding back the ¢g-binomial coefficient to factorial fraction

m _ @Mk _ (—1)kgri- () 5w
k (¢ @)k (¢ Q)
1—¢*a  (¢v/a; )k (—qV@; Qi
l—a  (Vaoe (—Va;
we reformulate the dual relation in terms of g-series
(q0; n(ga/bc;)n _ . [a,qv/a,—qv/a, b, ¢, ¢" | ¢*"a
(qa/b; @)nlqa/c; q)n 6%{ Va, —/a, qa/b, qa/c, qH’”a‘q’ be 1

which is the terminating ¢g-Dixon formula (E5.1). O

E6. The Sears balanced transformations

Replacing the base ¢ with its inverse 1/g and then observing that

[ﬂ_lzlﬂ WORGRED
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we can restate the Carlitz inversions in an equivalent form
n n ~
fln) = (-1 M o(a~*5n) g(k), n=012-- (E6.la)
k=0
- e[n] (mF) ok a7 o
n) = -1 —  f(k),n=0,1,2,--- E6.1b
o) = 3 o=t s (B6.1b)

which will be used in this section to prove the Sears transformations on

balanced basic hypergeometric series.

E6.1. The Sears balanced transformations.

_q—n, a, ¢, € .
4¢3 i b, d, qlfnace/bd ’ q; Q] (E62a)
(¢, a, b/c, b/e [d/a,bd/ce; q]
_ - n E6.2b
493 I b, bdjce, ¢ "ajd| T % [d, bd/ace; q],, ( )
(g™, b/c, dJc, bd/ace ) [c, bd/ac, bd/ce; q
= - n(E6.2
463 I bd/ac, bd/ce, q¢'~"/c G a) [b,d,bd/ace; q|, (E6.2¢)

E6.2. Proof of (E6.2a-E6.2c). The second transformation formula is a
consequence of the first. In fact, applying the symmetric property to (E6.2b)
and then transform it by the first transformation (E6.2a-E6.2b), we have

5 g™, a, b/c, b/e

473 b, bd/ce, ¢'~"a/d
B g™, b/e, a, b/e
= a¢s I bd/ce, b, ¢ "a/d
B [q~™, b/e, bd/ace, d/c
= 493 I bd/ce, bd/ac, ¢'="/c

‘C]ﬂ]
‘(Eq
] ¢, bd/ac;
PRALIETN
1 [bd/asq],

Substituting this result into (E6.2b), we find the transformation

_qinv a, C, e .
4¢3 i b, d, ql—nace/bd ‘ q; Q]
— _q—n, a, b/C, b/e ) 1
T 4¢3 | b, bd/ce, ql—na/d q; 9
- [q™™, b/c, dje, bdjace |
= 4@3 I bd/ac,bd/ce, ql—n/c q;4
. ¢, bfe, dje, bdjace |
= 403 I bd/CLC, bd/CG, ql—n/c CLQ_

which is the second formula (E6.2a-E6.2c¢).

[d/a,bd/ce; ql,,

[d,bd/ace; q],,
[4/a, bd/ce;l, |e,bd/acsd),
(@ bdjaceral, [, dfard),
[c,bd/ac,bd/ce; ql,,

[b,d,bd/ace; q|,
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E6.3. Proof of (E6.2a-E6.2b). Let the ¢-polynomials be defined by
d(z;n) = (acex/bd;q)n, = ar =1 and by = —¢"ace/bd.

Then the corresponding inversions (E6.1a-E6.1b) become the following:

s = 0]t ace v oo (56.30)
k=0

o) = = k| () 1 —ace/bd

o) = SO0 S . (e6a

e
Il

0

By means of two ¢-shifted factorial relations
@k _ Hyﬂ S35
(¢ )k k

(¢~ "ace/bd; q)r41
1 —q"ace/bd

(¢' "ace/bd; q) =

we can rewrite the 4¢s-series displayed in (E6.2a) as a g-binomial sum
T e o | 1 —bdjace  (mn)
4¢3 [ b, d, ql_"ace/bd q; Q] 1 _ q”bd/aceq

" nl (n—k 1 —ace/bd a, c, e
Nk 0 [ , € 1 .
,;f ) Mq (g~mace/bd; q)p41 | 0, d ‘q k

Then the first transformation of Sears (E6.2a-E6.2b) can be stated equiva-
lently as

2 B e [ 1,

_ q_n’ a, b/67 b/e X d/CL, bd/Ce ‘ (n—20—1)
= 4¢3 lb, bd/ce, ql_na/d qﬂq d’ qbd/ace C] nq . (E6.4b)

This expression matches perfectly with the relation (E6.3b), where two se-
quences have been specified by

f(k) = la})f’de (qL (E6.5a)

~_|d/a,bd/ce q ", a,b/c, ble . (")
g(n) := [d, qbd/ace ‘ q1n4¢3 {b, bd/ce, ¢! ""a/d Ga) 4 . (EG.5b)

Therefore in order to demonstrate the first transformation (E6.4a-E6.4b) of
Sears, it suffices to prove the following dual relation, which corresponds to
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the relation (E6.3a):

[“I;f’j QL=§(—1)"3[Z] (¢ *ace/bd; q)nlj’/g,;fl%(i( qu(k?) (E6.6a)

—k
qg ", a, bfc, b/e .
X 4¢3 l b, bd/C@, ql—ka/d ’ q; qf - (E66b)

Let = stand for the double sum on the right. We should therefore verify
that = reduces to the factorial fraction on the left.

Recalling the definition of g-hypergeometric series

—k
qg " a, blc, b/e _
4¢3 [ b, bd/ce, ¢ "a/d } b 4

_ i q_kv a, b/Cv b/e 7
oz “ | 4 b, bd/ce, q'*a/d 7 4
1= (2
and the relation of ¢g-binomial coefficient in terms of factorial fraction
m T gy
k (¢ @

we can rearrange the double sum as follows:

- _ n \k n —k . d/a, bd/Ce (k;rl)
—_ = Z( 1) lk](q ace/bd,Q)n ld,qbd/ace’q kq
k=0
ko1 o~k
q ,  Q, b/C, b/e ’ i
* ZO|~ q, b, bd/ce, ql_ka/d q Zq
_ n a, b/C,b/e ; n q_n,d/a,bd/ce
— ;[Q7b,bd/ce‘q12q;l q,d,qbd/ace ‘qk

—k
—k ) (% q)i k(n+1)
X (@ "ace/bd; q)p——"——¢q .
( /bdig) (¢"'*a/d;q):

For the inner sum, performing the replacement j := k£ — ¢ on summation
index and then applying relations

(@"%a)i (i)z @ q)i (i)’ (43 Q)i+j (d/a;q);
(¢t~ Ta/d; q); qa’ (qjd/a;Q)i qa/ (d/a;q)iv; (¢:9);
(¢ ace/bdiq)y = LDty (o g,

(qn~*Jace/bd; q)i+;
(gbd/ace; q)iv;  (ace/bd;q)n  _iiis)
(¢=mbd/ace; q); (¢*F1~"bd /ace; q)
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we can reduce it to the following

zn: (¢, dfa, bd/ce ’q' (¢ *ace/bd; Q)n(q_k3Q)iqk(n+1)
s L q, d, qbd/ace 1k (ql_ka/d; Q)i
:n_z [q~"™, dJa, bd/ce ’ q- (q_i_jace/()d% q)n(q_i_‘j;q)iq(i+j)(n+1)
20 a0 abaface ) T @l
B ‘ g™, bd/ce ‘ d i ¢, d/a, q*bd/ce ‘ ;
_(ace/bd, Q)n ld’ ql_”bd/ace q ‘ <a> ZO q, qid, q1+i—nbd/ace q jq .
(3 ]:

The last sum with respect to j can be evaluated by means of the g-Saalschiitz
formula as follows:

5 ¢, dfa, q'bd/ce ‘ ql = g'a, ce/b
372 ¢td, ¢ "bd/ace | q'd, acefbd ||

Substituting this result into the double sum expression of = and then ap-
plying transformation

(ce/b;q@)n—i  (ce/b;q)n (¢'~™bd/ace;q); (gy

(ace/bd; q)pn—; N (ace/bd;q)n, (q¢'—™b/ce;q); \d

we reduce the double sum to a single 3¢o-series:
- zn: a, b/c, b/e‘ <q_d>Z g™, bd/ce ‘
- — |4, b, bd/ce q \a d, ¢*~"bd/ace q ;
(a; )~ 4 lb/c b/e, ¢ " 1
= (ce/b;q)n v e )
e/t a) (d; q)n ;q g, b, g "bjce | 1],

(]
Evaluating the last sum with respect to ¢ through the ¢g-Saalschiitz formula

qg "™, b/c, b/e ’ e e ‘
3¢2[ b, ql—nb/c6 q;49| = b, C@/b q .

which is equivalent to
- la,ce ‘
=7 | bd |1
n

This completes the proof of (E6.2a-E6.2b). O

‘a, ce/b
X (ace/bd; q)n quzd ace?bd q] ;

E6.4. The ¢-Kummer-Thomae-Whipple’s formulae. As the limiting
cases n — oo of Sears’ transformations, we have the non-terminating
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g-Kummer-Thomae-Whipple’s formulae:

a,c,e| bd a, b/c, bje - d [d/a,bd/ce; ql,
302 [ b, d & E] =302 l b, bd/ce ) ’ 51 % [d,bd/ace; q]
b/c, d/c, bd/ace | [c, bd/ac, bd/ce; q] .,
=302 [ bd/ac, bd/ce ‘ @ C] % b,d,bd/ace; q].,

Other transformations on terminating series derived from Sears’ transfor-
mation may be displayed as follows:

¢ a,c| ] a=e (g™, b/a, bjc ) ] d/ac; g)n (@)”
3¢2 i b, d q; Q_ 0 3¢2 I b, bd/CLC q; 4 (d, Q)n b

q—n’ a, c . _q—n, a, b/C q; qc (d/a? Q)n n
3¢2 i b, d q; q- 50 3¢)2 I b ql na/d :| (d, Q)n a

[ —n’ a, ¢ . —q—n, b/C, d/C ‘ 1 [Ca bd/CLC, Q]n n
3¢2 i b, d q; q- 0 3¢)2 i ql—n/c’ bd/CLC q; a [b, di, q]n a .

(g " a,c| bd ] a=e [q™™, b/a, b/c n .| (bd/ac; q)n
3¢2 i b, d q; &q ] oo 3¢2 i b, bd/ac ‘ | (d, Q)n

[ —n7 a, c . bd n- 'q—n’ a, b/C } . | (d/a? Q)n
20 5al %] T 0 b mafd | Y T(dg),

(¢ ", a,c| bd ] [q™, b/c,d/c ] le,bd/ac; ql,,
3¢2 i b, d q; %q oo 3¢2 i 1 n/c bd/CLC ‘ q; Q_ [b, d, q]n .

E7. Watson’s ¢-Whipple transformation

E7.1. The Watson transformation. One of the most important basic
hypergeometric transformations reads as

897 [

|

a, ¢v/a, —q\/a, ¢, d, ) ¢*t"a’
Va, —v/a,qa/b, qa/c, qa/d, qa/e aqz"+1 " “bede

qa,qa/bc ’ a0 qg", b, c, qa/de

qa/b,qajc|*| 77 qa/d, qaje, q "bc/a

] (E7.1a)

‘ 'q]. (E7.1b)
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PRrROOF. In view of the definition of ¢-hypergeometric series, we can write
(E7.1a) explicitly as

n k
Z a, ¢va, —qv/a, b, ¢, ¢ " ‘ ¢ "a
a(ET 1a) [ \/_ —v/a, qa/b, qa/c, ag" q} ( bc

=0

Lo, ("

Recalling the g-Paff-Saalschiitz theorem, we have

d, (& ‘ % g _ ¢ q_kv C]ka, (]Cl/de ‘ .
ga/d, qale 9 de - 372 ga/d, qale 79
k
_ zk: " ", qa/de‘ i
- =l 4¢ qa/d, qafe 4,4

Therefore substituting this result into Eq(E7.1a) and changing the order of
the double sum, we obtain

Eq(E7.1a) = EZ:LI qg%df]a/e‘qkqi

K3
n
1_(] a ’ ¢, q—n ‘
X
kZ::Z 1—a lqa/b qa/c, " ta q 3

DG Q)k—l—z() " Q)i (q””a)k_

(¢; ¢ be

o

Indicate with €2 the inner sum with respect to k. Putting £ —¢ = j and
observing that

(¢ g _ (~1)iq(2)7
(4 Q)i+ (¢:9);
we have
) 21 —-n 14+n ?
Q= (=1 ¢~ (%) (a5 q)as 11__—%@ [qf/’b, e, qzﬂa ‘QL (q ; “)
y "Zzl 2i+2ig {q ‘a, 1qib, d'c,  q ’q} ( 1+"—fa>j
S L N A *a/b, ¢**a/c, q”"“ be

) -n 14+n i
Y (g ) | 0 ’ g a
( 1) q (qaa Q)Qz qa/b, qa/c, qn—i—la q i be

« oty |V~ Ve, @b gle, g Pt ¢t a
ore ¢va, —q'va, ¢ta/b, ¢ afe, ¢t a [T e
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Evaluating the last series by the terminating g-Dougall-Dixon formula (E5.1),
we obtain

s ¢*'a, ¢"'a, —¢"'Va,  ¢'b,  g'e, ¢ ‘q- gt ia
6¥5 qz\/a’ _qz\/a’ q“la/b, q“’la/c, ql—i-n—Ha ) be

[ ¢"%a, qa/bc ‘
~ ¢ a/b, ¢'tla/c

which implies the following:

R qa/de i ¢'*¥a,  qa/be
Eq(E7.1a) = ; lq, ga/d, qaje ‘ QLCJ X [q1+ia/b’ g *a/c ’ q .
. —n 1+n t
i~ b e g ‘ e a
x (=1)'q (qa; q)2i qa/b, qaje, @ +a | e )

Noting that for the shifted factorials, there hold relations:

(ga/be; Q)i = <_1y‘q<s‘>—m(b_c>l(<wﬂ

a /) (¢g7"be/a;q)i
N C R e
(qa7 q)Z’L (q1+na; q)z - (qa/7 q)n
Consequently, we have the following expression
_ [ qa,qa/bc ‘ ~ [¢™, b, ¢ qa/de ‘ i
Ba(E7-1a) - = lqa/b,qa/c q} 2 [ ¢, qa/d, qa/e, ¢ "bc/a |4 Z-q

n =0
qa, qa/bc ‘ 65 |T 00 G qa/de ‘ .
qa/b,qa/c 1931 qa/d, qa/e, g befal T

which is exactly (E7.1b). O

E7.2. Rogers-Ramanujan identities. In view of |¢| < 1 and
T — 00 — (x; Q) ~ (—=1)"q\2zx

the limiting case b, ¢, d, e, n — oo of the Watson transformation reads as:

[e%e] m2 am 1 [e’e]

2k .
q o (_1)k; 1 q a (av q)k q5(g)+2ka2k' (E72)
l—a (¢ @k

(¢ Om (905 @)oo

b
o

m=0

This transformation can provide us an alternative demonstration of the
well-known Rogers-Ramanujan identities (D3.2a) and (D3.2b):

2

oo g B 1
2 (@ Om (@ ¢°)o (0% ¢°)o
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In fact, observe first that

1—q¢**a(a; ) 1-¢**a(qa; Q) a—1 )1, k=0
l—a (g @ 1 —q*a (q; @)k 1+4* k>0.

Then letting a — 1, we can restate the transformation (E7.2) as

Zo(q(? Dm (q, {1+Z e (S)Hk}
= e {1+Z Jegh +2kz+z +3k}
_ o {1+Z )k el +2k+z 2k}

Applying the Jacobi-triple product identity, we therefore establish the first
Rogers-Ramanujan identity:

g1 G s(Mazk 140505
= Dm (@ Do > (O (¢ Poo

k=—o0

Letting a — ¢ instead, we can write the transformation (E7.2) as

2 gmitm 1 - k 1+2ky 5(5)+4k
(¢ q) = (¢ 9) (—1)"(1 —gq + )g°\2
m:O b m ) o0 k O
1 {i k 5 _|_4k k+1 5 —|—6k+1
- S S
(¢ Do | =
1 - k 5 5)+dk —4k
ST POV
! k=0

where the last line is justified by & — k£ — 1 in the second sum. It leads us
to the second Rogers-Ramanujan identity

& m2+m 00 .
A e _ dhad’]
> = > (=g = ,
=G Dm (G Qoo (¢ @)oo
thanks again to the Jacobi-triple product identity. L]

E7.3. Jackson’s ¢-Dougall-Dixon formula.
o | WVE —ava, b e d e ’
8vT Vva, —va, qa/b, qa/c, qa/d, qa/e aq”Jrl 9

qa, ga/bc, qa/bd, qa/cd
qa/b,qa/c,qa/d, qa/bed

(E7.3a)

1 , where ¢""a? = bede.  (E7.3b)
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PROOF. When ¢'*t"a? = bede or equivalently qa/de = q~"bc/a, the 4¢3-
series in the Watson transformation reduces to a balanced g@o-series. There-
fore, we have in this case the simplified form:

¢ a Q\/7 Q\/_ ba C, d ‘
7| Va, —va, qafb, qafe, qa/d, qa/e aq”+1 ¢
_ [ qa, qaﬂ)fl’ ¢ ", b ‘
lqa/b, qa/e ] 32 l qa/d, qa/@ 4
Evaluating the balanced series by the ¢-Pfaff-Saalschiitz theorem, we have
¢ CL Q\/7 Q\/7 ba C, d, ‘
T Va, —va, qa/b, qa/c, qa/d, qa/e aq”‘H %49
_ [ qa, qa/bC‘ . [aa/bd,  qa/cd
B _qa/b, qa/c qa/d, qa/bcd
which is essentially the same as Jackson’s q—Dougall—D1xon formula. 0

E7.4. The non-terminating g¢s-summation formula.
a, Q\/a7 _Q\/aa b7 ¢, d ‘ . ﬂ
6¢5[ Vi, —va qafb, gaje, qajd|® peq| (ETAY

qa, qa/bc, qa/bd, qa/cd ’q_)
lqa/ba qa/c, qa/d, qa/bcd q oo7 bed <1 (E74b)

PROOF. Substituting e = ¢'*™a?/bed in the Jackson’s g-Dougall-Dixon for-
mula explicitly, we have

¢ a, Q\/a7 _Q\/aa ba ¢, d) q1+na2/b0d7 q—n ‘q q
Tl va, —Va aa/b,qafe, qa/d, g bed/a, ¢*Tra |

qa, qa/bc, qa/bd, qa/cd
qa/b,qa/c, qa/d, qa/bcd

For n — oo, recalling the limit relat10ns

(g-a?fbeds @) o (@ <i>k

an
(¢"t"a; q)k (¢g~"bed/a; @) \bed
and then applying the Tannery limiting theorem, we get the non-terminating
g-Dougall-Dixon formula (E7.4a-E7.4b). O

We remark that when d = ¢~", the formula (E7.4a-E7.4b) reduces to the
terminating ¢g-Dougall-Dixon summation identity (E5.1).






CHAPTER E

Basic Hypergeometric Series

This chapter introduces the basic hypergeometric series. Its convergence
condition will be determined. The fundamental transformations and sum-
mation formulae will be covered briefly.

E1. Introduction and notation

E1.1. Definition. Let {ai}::O and {bj }jzl be complex numbers subject

to the condition that b; # ¢~ " withn € Ny for all j = 1,2,---,s. Then the
basic hypergeometric series with variable z is defined by

ag, @1, -+ Qp

1+T¢S [ bla T bs

s 00 (ao;q)n(CMQQ)n...(CLTQQ)n AL (1) (g) s—r
q’] ;(q;Q)n(bl;Q)n'”(bs;Q)n (==l

Remark If there is a numerator parameter a; = ¢~ * with k € Ny, then the
g-hypergeometric series is terminating, which is in fact a polynomial of z.
When the series is nonterminating, we assume that |g| < 1 for convenience.

E1.2. Convergence condition. For the ¢g-hypergeometric series just de-
fined, the convergence conditions are as follows:

(A) If s > r, the series is convergent for all z € C;
(B) If s < r, the series is convergent only when z = 0;
(C) If s = r, the series is convergent for |z| < 1.

PRrOOF. Denote by T, the summand of ¢g-hypergeometric series

. n (M s—r (@0 Onlar; @n -~ (ar; @n
T {1y (@G Db Dn - (bai )n
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To determine the convergence conditions, we consider the term-ratio:
Tt _ Z(l —q"ap)(1 —q"a1)---(1—q"a,)
T 0= gy (1 ga)

On account of |¢| < 1, we have |¢"| — 0 as n — +oo. Hence we get the
following limit:

(")

7 0, r<s
. 1
11111 ‘ ;ﬁ = (400, r>sandz#0
n—-roo
" |z|, r=s.

According to the D’Alembert ratio test, the convergence conditions stated
in the Theorem follow immediately. 0

E1.3. Classification. For the basic hypergeometric series, suppose r = s,
the very important case. If the product of denominator parameters is equal
to the base ¢ times the product of numerator parameters, i.e.,

qaoal...ar :ble...bT

then the 14,¢.-series is called balanced or Saalschiitzian.

Instead, if the numerator parameters and the denominator parameters can
be paired up so that each column has the same product:

qao :albl - :arbr

then we say that the 14,¢,-series is well-poised. In particular, it is said to
be very-well-poised if we have a1 = —ay = ¢y/ag in addition. These pairs of
parameters appear in the basic hypergeometric sum as a linear fraction

L—ag®  _ (@vaoi @k (4v/a0; )

1—ap (Vao; Or  (—v/ao; @)k

E1.4. Examples. In terms of g-series, we can reformulate the Euler and
Gauss summation formulae as follows:

Gam = o[ fae] = X EF0

= (& Dk
1 0 > P
(= @) 100 l— ‘q; Z] =2 (@ D

They will be used to demonstrate the ¢g-binomial theorem.



Classical Partition Identities and Basic Hypergeometric Series 59

E1.5. Ordinary hypergeometric series. In comparison with the basic
hypergeometric series, we present here briefly the ordinary hypergeometric
series, its convergence condition and classification. The details can be found
in the book by Bailey (1935).

Let {ai};o and {bj};:1 be complex numbers subject to the condition that
bj #—n with n € Ny for j =1,2,---,s. Then the ordinary hypergeometric
series with variable z is defined by

ag, a1, - Qp
1+rFs
[ bl?"'abs

(@)@ (@,
Z]‘Z W (O1)n - (bo)n

where the (rising) shifted factorial is defined by

(c)o=1 and (¢)p=clc+1)---(c+n—-1) for n=1,2,---

Classification Similar to basic hypergeometric series, we consider the
case r = s for ordinary hypergeometric series. If the sum of denominator
parameters is equal to one plus the sum of numerator parameters, i.e.,

l1+apy+a1+---+a.-=by+bas+---+0,

then the 1, Fj-series is called balanced or Saalschiitzian.

Instead, if the numerator parameters and the denominator parameters can
be paired up so that each column has the same sum:

l+apy=a1+by=---=a, +b,

then we say that the |, F,.-series is well-poised. In particular, it is said to
be very-well-poised if we have a1 = 1 + a¢/2 in addition. The last pair of
parameters appear in the (ordinary) hypergeometric sum as a linear fraction

ag + 2k _ (1+a0/2)k
ap (ao/Z)k ’

Convergence condition for the (ordinary) hypergeometric series is deter-
mined as follows:

o if r < s, the 14, Fs-series converges for all z € C;
e if r > s, the 14, Fs-series diverges for all z € C except for z = 0;
e if r = s, the 14, F,-series converges for |z| < 1, and when

z=+1 if R(B—A)>0
z=—1 if R(B-A)>-1

where A and B are defined respectively by
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A= iai and B = ibj.
=0 j=1

Remark Noting that the limit relation between ordinary and g¢-shifted
factorials

a-gr T

we can consider the (ordinary) hypergeometric series as the limit of the
basic hypergeometric series:

ao, Ay, - ar
1+TFS
l bl,"'abs

Z] = lim 1+r¢s
q—1

an’ qal’ I qar g (_1)7‘—8 Z]
qblv Yy qbs ’ (1 — q)r—s

This explains why there exist generally the g-counterparts for the (ordinary)
hypergeometric series identities.

E2. The ¢-Gauss summation formula

This section will prove the g-binomial theorem, the ¢-Gauss summation
formula as well as the ¢-Chu-Vandermonde convolution.

E2.1. The ¢-binomial theorem. In terms of hypergeometric series, the
classical binomial theorem reads as follows:

l H Z _1_;2)07 (=l < 1).

Its g-analog is given by the following ¢g-binomial theorem:

o0 = 0=

o (2] < 1), (B2.1)

For ¢ = 0 this identity reduces to Gauss summation formula. Replacing z
by z/c and then letting ¢ — oo, we recover from it the Euler formula.
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PRrROOF. In fact, expanding the numerator and the denominator respectively
according to Euler and Gauss summation formulae, we have

(cz; @)oo Z e (i) 2
D D e
(25 @)oo — (@9 = (& 9);
o0 o n ~n oo (C, Q)n
= Y SO e = 3 Sl
= (¢ On = i = (¢ On
where the last line follows from the finite g-differences. O

E2.2. The ¢-Gauss summation formula. The ¢-binomial theorem can
be generalized to the following theorem.

For three complex numbers a, b and ¢ with |¢/ab| < 1, there holds

a, by T N (@ @D Dn e (/65 @)oo(e/bi 9o
201 l ¢ ‘ % ¢f b} nz_% (@ On(c q)n( fab) (¢ Qoo(c/ab; @)oo

PrROOF. We can manipulate, by means of the ¢-binomial theorem (E2.1),
the infinite series as follows:

i (a; @)n (b ) (L) -
; ab

= (@ Dnlc;@)n

oo N~ (/05 0)k e (d"¢/b:0)oc
(k. (¢Fc/ab; q)so

 (59)so(e/b Q) = (c/ab; @)k,
N (CQQ)OO(C/abQC.])oo];) @ |
(¢/a;q)oo(c/b; @)oo

(¢ @)oo (c/ab; @)oo

which establishes the ¢g-Gauss summation formula. O

E2.3. The g-analog of Chu-Vandermonde convolution. The termi-
nating case of the ¢-Gauss summation formula can be reformulated as the



62 CHU Wenchang and DI CLAUDIO Leontina

g-analogues of the Chu-Vandermonde convolution:

2 |9 i‘ ¢ q" c/b] = % (E2.2a)
200 |1 i‘ 4 (J] - %bn (220)
zn: ﬂ ln g k] TR k) _ [xzy] (E2.2¢)
k=0 *

Proor. The first formula is the case a = ¢~ of the ¢-Gauss theorem,
which can be reformulated to other two identities.

By definition of ¢-hypergeometric series, rewrite (E2.2a) explictly as

o |10 e = Z @k (g = (Y D

—~ q) (¢ @n

Considering that

T = kyp—k (Hl)*nkM
(T3 @n—r = (=1) q (qt=" /x5 q)

we can manipulate the reversed series as follows:

) N (7 ) N (/F7) NS n gy
Cr R DR s e

(

n

"5 @) (b5 )n O S U Drld' "/ Dk 4,
b)

PRI Z Jeld b !

" DB Dn, n n lq‘”, ' "fe| ]

@Ganlci ) 1 /0 2 g /b ‘ ¢4

which is equivalent to

201 [q_n’ gi::%‘ g; q] = (—1)”q(3)<g>"%

(

in view of

Performing the parameter replacements
B — ¢/
C — ¢ /b
and then applying the relation
(' /Csq)n = (~1)"q” DT (Cs ),
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we can restate the last formula as:

(C/B;q)n

", B| _ on
2(’51[ C‘“]‘B Cram

which is the second formula (E2.2b).

Writing the g-binomial coefficients in terms of g-shifted factorials

] = e o )
' 1)k
Y — (@ ") — (_1)kan—(§) (q_n;q)k (qy_n—HQQ)n
n—k (@50)n—x (@ @)n (@ " @)k

we can express the g-binomial sum in terms of g-series:

— Lk] ln—k (4:9) — qy ”“ Q)k
(qV— "+ q) na g
= T)nnq 201 1 qy—n—l—l ‘q;q .

Evaluate the last g-series by (E2.2b):

(g*tv="*q),
(gL q)p

we find consequently the following ¢g-binomial identity

- x Y (x—k)(n—k) _ (qx—l—y—n—i—l; Q>n R +y
§ : q = : =
= Lkl n—k (¢ 9)n n

which is, in fact, the convolution formula (E2.2c). O

— —x
201 [q ’ qu_n+1 ’ g; q] = q "

E3. Transformations of Heine and Jackson

E3.1. Jackson’s ;¢s-series transformation.

201 {a, I;’CI; Z} = %X%ﬁz {Z’ C/b‘q, bz]-

PROOF. According to the ¢-Chu-Vandermonde formula, we have

(bf Wn = 201 [q—n, Céb ‘ q; qnb] zn% (CC/;) L (bg" )k
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Then the g-hypergeometric series in question can be expressed as a double
sum:

n=0 no 1T Q)r(c; Ok
R S LT IRVINE S (T ) LG N
N ,; OGN nz;; (4 @)n (24")

For the last sum with respect to n, changing by j := n—k on the summation
index and then applying transformations

(a;0)j+k = (a;q)r(ag”;q);
(@7 ™™g (D" q_’“(”’“”()
(@) j+x (45 9);

we can evaluate it, by means of (E2.1) with ¢ — ag”, as follows:

)
n==k

7

)k: (qu)n _ (—Z)k k y i aq q] J
7=0
= (-2 (@ g x 160 [“ﬁ ‘q; Z]
= (—Z)kq(g)(a; Qr X M
(25 9k
— =2k (a; @)k (az;q)oo

(az;Q)k (25 0)0

We have therefore established

o[ U e] = L S gy l) OB

(2:0)o0 = (¢ @)r(az; @)r(c; @k
_ (aZQQ)oo a, C/b b
BT S [ e |9 b]

which is Jackson’s transformation. O
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E3.2. Heine’s g-Euler transformations.

[ ¢/b, =z

b b, az;q|
201 la ‘q; Z] B ﬁ X 201 az ‘ b (E3-1a)
[c/b,b2; 4o [abz/e, b g
ECEr o [ elt] - (B8.10)
b 74 ) oo [ |
_ % < oo |9V g abzyel (B30

PROOF. Substituting the g-factorial fraction

b _ ()0 (47 )o0
(On (@D (¢"039)0

into the g-hypergeometric series

201 la’ i’q; Z] = iwzn

= (¢ Dnlc; n

and then applying the g-binomial theorem (E2.1):

(¢"¢ Qoo _ [C/b , nl _ — (/b Dk gy
(g"b; @)oo 1o | ‘q’q ’ ,;) (@ Ok ’

we can manipulate the g-series as follows:

o - (b;Q)oooo( nznoo C/kankk

o[ e s = DB 7 D D v
_ (b?Q)OO - (C/bqk k aq)n k\n
(@) kzzo (40 Z a0

Again by means of (E2.1), evaluating the last sum with respect to n as
(@ Dn e (@F0210)s
Z ()" =
= (G Dn (¢"2: @)

and then simplifying the series with

Faz: @)oo = ~—1222
(¢"az;q) 0)

(6"2;¢)0 =



66 CHU Wenchang and DI CLAUDIO Leontina

we derive the following expression

[@7 b L ] _ (53@)so(@23 @)oo N (/b @i (25 @)1y
2¢1 q; =z - b
¢ (€ Qoo (2 @) o0 £ (@3 D (a2 @)k

(b 9)oo(02 D)oo, [c/b, z ‘q; b]
(€ @)oo (23 @)oo
which is the first transformation (E3.1a).

Applying the transformation just established to the series on the right hand
side, we have

z, ¢/b | (¢/b; )00 (b25 @) o abz/c, b
’ . b = ? . b
201 l 0s ‘ ; (02 0) o (0 0) 201 b ‘q, c/
whose combination with the first one result in
a, b ] (50)(az @) /b, |
291 l c ’q’ 1= (65 @)oo (%5 @) 0o 201 az ‘ ¢ b
(¢/b; ) (b25 @) o abz/c, b
= ’ :c/b| .
(¢;0)o0 (23 @) 0 201 bz )q’ ¢/

This is the second transformation (E3.1b).

Applying again the first transformation, we get
b, abz/c ‘ (abz/c; q) oo (€ @)oo c/a, c/b ‘
) . — ’ ; b .
2¢1 [ bz q; C/b] (bZ, Q)oo(c/b, q)oo 2¢1 c q;a Z/C
This leads us to the following
a, b (¢/b; @)oo (b25 @)oo abz/c, b )
) . — ) . b
201 l c ‘ q; Z] (€ D)oo (2 Q) 201 by | € c/
abz/c; @)oo ,c/b
T [T | anes
which is exactly the third transformation (E3.1c).

The last transformation can also be derived by means of the Jackson trans-
formation stated in E3.1. In fact, interchanging a and b in the Jackson
formula, we have
a, b . . (bZ, Q)OO ba C/a .
2¢51l C’qazl—mxzsﬁz c bz‘q,a2~
While the g-series on the right hand side of (E3.1c) can be transformed, by
means of the Jackson identity, into the following

b2 @)oc ,
201 [C/a’ Céb ‘ q; abz/c] = % X 202 [Cé? bbz IQ; az} .
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Equating both expressions, we have
a, b| _ (abz/c;q)oo c/a, c/b|
2¢1[ C‘Q»Z] —szﬁbl c )q,abz/c :
The proof of (E3.1c) is therefore completed again. O

Remark The Heine’s transformations (E3.1a-E3.1b-E3.1c) may be consi-
dered as g-analogues of the Pfaff-Euler Transformations for the (ordinary)
hypergeometric series:

) b —a ) —b <
2F1[a C‘Z] = (1-2) 2F1la CC ‘z—l]
= (1—Z)c_a_b2F1 lC—CL, C;b‘21
E3.3. The Bailey-Daum summation formula.

2. /p2. 2
a, b ‘ } lqa, ¢*a/b?; ¢°]

; — b = —_ ; 00 OO, b < 1 .

200" gagp |5 0] = e R g <

PROOF. Applying the Heine transformation (E3.1a)
a, b [b, az; q] c/b, =z ‘
) . — o ) . b
201 l c ‘ g; 2’] eznd. X 21 ws | @

we can proceed as follows:

201 [qa/b‘q’ ~a/ ] <qa(7z§;qq)>m(<_—q;/qg-02> 201 lq/b’ A ]

(45 @)oo i Q/b q n(=/b D o
~ (qa/b; (J) C]/b Qoo =, )n(—=4; On
Simplifying the last sum with relations
(/0% %) = (a/b;Q)n(—4q/b; On
(%) = (G Dn(—GDn

and then evaluating it by means of the ¢-binomial theorem (E2.1), we have

i (4/5 Dn(=a/Y D n _ i (/6% @)n o _ (@0/6% %)
= (G DOn(~=GDn = (@) (a5 ¢%)oo
which results consequently in the following
(a5 4) oo (—; @)oo (¢%a/b% ¢*) o
q

a, b o _
201 |: qa/b ’ B Q/b‘| (qa/b§ Q)oo(_Q/b; Q)oo 8 (a; q2)<>o
(=45 @)oo (aq; %) 0o (42 a/b%; 7)o
(qa/b; q)oo(—q/b; @)oo
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thanks to the shifted factorial relation

(a;9)e = (aq;¢%)o0(a;¢%) o

This proves the Bailey-Daum summation theorem. 0

E3.4. Infinite series transformation. Armed with the g-series transfor-
mation formulae, we apply again inverse series relations (D1.3a-D1.3b) to
establish another infinite series transformation, which will be used in turn
to prove two infinite series identities of Rogers-Ramanujan type.

Recalling the inverse series relations (D1.3a-D1.3b), if we take the g-sequence

(A @)n () .
gn) = ——%—q\2/ with n=20,1,2,---
" (aX; ¢%)n
then the dual sequence will be determined by
0 n —odd
f(n) = ’ m m2—m
(=)™ [¢: 567, q , n=2m.
We have accordingly from (D1.4b) the infinite series transformation:
o0 An 3n2—n o0 1 _ q4k3A (}\ )k 5k2 b\ 2k
q°" AR, E3.2
n;) (45 DnlgAs ¢?) kzz(:) A @)oo (0% 4Pk (£3.2)

PROOF. Substituting ¢g(k) into (D1.3a) and then rewriting the ¢-Gauss bi-
nomial coefficient, we have

s = Y a0 @ g

= ("™ O S+ (A @tk
Z (& D (e ¢)n

By means of factorization

(N Dk = (Var O x (—Vah; @)

we can express f(n) in terms of a terminating g-hypergeometric series
n
n ", D) ‘ ] (k+1>
n = (2) A; X 2
f(n) a2/ (X5 q)n g:o[ I

= G @)n x 2 [3/;—7;” _q:;;—/\ ( q; —ql :
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Rewriting Jackson’s transformation formula stated in E3.1

bd d/a;q)so
202 [Z: ;‘C]; %1 = % X 201 [a, b/C‘q, d/a}

we can further reformulate f(n) as follows:
n A; n —n —-n \ .
f(n) = q(Q)(—q) X 201 {q g \/_\21;\]/ )q; —q /q)\] ‘

Evaluating the last series by means of the Bailey-Daum formula stated in
E3.3:

lqa, ¢?*a /0% ¢?]
lqa/b,—q/b;q]

ou | | =it = oo (la/bl < 1)

we find that

" 1—n 14+n
fin) = ¢ (X g)n [q . ’ qq}\)\ ‘q2L).

If n is odd, we have f(n) = 0 for (¢*™"; ¢*)oc = 0. Suppose n = 2m
instead, we have the following reduction

om 1-2m 142m
fo) = a0 | T ]

Substituting g(n) and f(k) into (D1.4b), we establish (E3.2). O

E3.5. Two further identities of Rogers-Ramanujan type. Speci-
fying with A — 1 and A — ¢2 in (E3.2), we derive the following identities of
Rogers-Ramanujan type:

i . _ 14", q*, 4% q"]
—~ ; @)n (@5 @)oo
i g _ 14", 6%, ¢% ¢"°]

n—O n q; )n+l (qa Q)oo
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PRrROOF. Putting A\ — 1 in (E3.2) and then separating the first term from
the right hand side, we derive

3n 777,

= _ 1 = 1\k 2k\ ,5k%—k
nz_% G ¢*n (q;q)oo{lJrk:l( D i+ }
B 1 = k 5k2_k - k 5k +k
N (q;q)oo{lJr,;( +; }

Performing replacement k& — —k in the last sum and then applying the
Jacobi triple product identity, we reduce the sum inside {---} as

o0

3 (DGO = [g10 gt g% 1]

k=—o0o0

which leads us to the first identity:

n2—n
i ¢ A
= (¢ On(¢; ¢*)n (4 @)oo

When A — ¢2, we can similarly write (E3.2) as

o0 3n +3n e'e)
4k+2\ 5k%+3k
Z = Z — ¢} g
n—O q; )n—i—l oo —0
o
{Z k: 5k +3k + Z k+1 5k +7k:+2}
)oo k=0

Replacing k£ by —k — 1 in the second sum and then applying the Jacobi
triple product identity, we find that the sum inside {-- -} equals

Z (— 1)kq10( )48k _ [q10, 2, ¢ qlo}oo

k=—00
which results in the second identity:
oo M

Z _ (@, &% & ]

¢ 4%)n+1 (45 @)oo

This completes proofs of two infinite series identities of Rogers-Ramanujan
type. U
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E4. The g-Pfaff-Saalschiitz summation theorem

The formula under the title reads as the following

—Nn

302 {q h qlfab/c’q; CJ] = [cc/cz/z/bb q] . (E4.1)

¢,

E4.1. Proof. Recall the ¢-Euler transformation (E3.1c):

which can be reformulated through the g-binomial theorem (E2.1), as a
product of two basic hypergeometric series:

21 {C/a’ ¢/b ’ g abz/c] — 160 [C/“b (q, abz/c] X 3¢ l ‘q, }

Extracting the coefficient of 2" from both members, we have

(c/a; q)n(c/b; q) i )i (c/ab; q)n— £ (abe)n

(¢ @)n(c; @n )k (¢ Dn—rk
which can be restated equivalently as
(¢/a; @n(c/bi@n  _ zn: @) (b3 (@ ko
(¢;@)n(c/ab; q)n — (¢; )k ( 1=nab/c; q)y
_ b ‘ .
- c, 1—nab/c q; q
in view of shifted factorial fraction
(c/abs@n—r _  (c/abig)n (""" @)
(& Dn—r (G @)n (g~ Fc/ab; q)

(c/ab;q)n (¢ ™ Q)k
(:@)n  (¢*7mab/c; g

This completes the proof of the g-Saalschiitz formula. O

(qab/c)".

E4.2. The formula (E4.1) can also be proved by means of series rearrange-
ment.

Recalling the ¢-Chu-Vandermonde formula (E2.2a), we have

k

. —k
(a7q>k¢ _ 2¢1 |f] ’ Céa ’q’ qka] Z J C/a Q)J qk:j

(¢ @k e )y (¢;q);
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Then the ¢-hypergeometric series in (E4.1) can be written as a double sum:

- - Ok De
LHS(E4.1) = q
( ) kZ:;) 1 n&b/c, Q)kz

- : q‘ q); C/a q);j

_ k ) J k]

= 2w 1 ~ q Z q
= ( ab/c e = (G956 a);

_ En: C/a q); JZ Dr(b; Prlg™” §Q)jqk(j+1)
]:O j k—j k ql nab/C Q)

where we have changed the summation order.

Denote by €2(j) the last sum with respect to k. Changing the summation
index with ¢ := k£ — j and then applying relations

(2:Q)i+; = (@39)i(d'x;50); = (239);( 25 9);
(7 75q); = (1Y q 7R g

we can reduce €2(j) as follows:

Q) = zn: " k(big )k(q_kQQ)qu(j+1)

- k(g'ab/c; q)x

Qk)

_ (q_n;Q) 30 @)ii(a 5 ); NG+
—  (¢@)i+5(¢""ab/c; q)it
.41 — n+3 Jb ) .
GRIUEE i(@bq)i
Va (¢~ ”ab/c q); Z 4 q 1 "*Jab/c ¢

e @b [ g
- (_1) q( ) ( 1— nCI,b/C q 2¢1 lql—n+jab/c ’ q; Q] .

—_

= (-

\./v

~—
<.

Applying now the ¢-Chu-Vandermonde formula (E2.2b), we can evaluate
the g-series on the right hand side as

—nti bq’ (¢t "a/c; q)n— \n—j
q 9 q . _ q 7 J
201 ql—n+jab/c ‘ 1 - (q1 ”+3ab/c, Q)n—g (bq )

which results consequently in

Ny @a)ibie); (@G e
Q(7) (—1)q (@=abjcq), X T (bg?)
— (_1Vvi.(5Y) (a7 "5 q);(b; )J (ql_na/c;q)n \n—j
( 1) q ( 1— Ja/c q) (ql_”ab/c; Q)n (bq)
(¢/a;@)n (a7™59)5(b;9);
(C/ab; Q)n (C/CL; (])j

(q”c/ab)j.
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Substituting the last expression of €2(7) into the g¢o-series and then applying
the g-Chu-Vandermonde formula (E2.2a), we get the following evaluation

n

Zaj( (c¢/a; Q)j Q(5)

= (@49)(ca);

(c/a:@)n  [¢7" b  n
W2¢1 c ‘ a:q"c/b
(¢/a; @)n (/b3 @)n
(c/ab;q)n (¢ q)n

which is equivalent to the ¢g-Pfaff-Saalschiitz formula (E4.1).

—n

y a
302 4 ’

b
c, ql—nab/c ‘ q; Q:|

E5. The terminating ¢-Dougall-Dixon formula

It is, in fact, a very-well-poised terminating series identity

a, Q\/a7 _Q\/aa b7 G, q_n q1+na‘|
695 —

qa, qa/bc
va, —va, qa/b,qa/e, ¢ "alT be - (E5.1)

- [qa/b, qa/c ‘q] ;

4q;

PROOF. Based on the Carlitz inversions presented in (D1.1), we can derive
the identity directly as the dual relation of the g-Pfaff-Saalschiitz formula
(B4.1).

Recalling the g-Pfaff-Saalschiitz theorem (E4.1)

", a b Lo = [elasc/by
3¢2[ c ql—nab/c‘qv q} = [C,C/ab “4|

we can restate it under parameter replacements as
s lq", q"a, qa/be ‘ , ] _ (@bl @n
o qa/b, qa/c |7 7] (qa/biq)a(g"c/a; q)n
(0; )n(c; @)n (@)n
(qa/b;@)n(qa/c; @)n \ bc )
In order to apply the Carlitz inversions, we reformulate the g-series

¢ q"a, qajbe| 1 N~ (07" @k( e @)k(ga/be @n g,
S@[ qa/b, qa/c ‘ ’q] a ,; (43 @)r(qa/b; @)r(ga/c; @)

in terms of the g-binomial sum

- n— ; be; @)
4 km ) (da q), (a; 9)r(qa/bc;

2V |y o s D o Cgare o

(2) (43 On(b; @)n (5 On <@>”
(qa/b; q)n(qa/c; q)n \ be
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where we have used the following transformations:

e [ [V

(¢ @)k k
a; 4)n a; Q)r(q"a; @)
(qna;q)k ( Q) +k ( Q)k.(q Q) .
(a; q)n (a; q)n
Specifying the ¢-polynomials with a = 1 and by = —¢*a in the Carlitz
inversions (D1.1a-D1.1b), which implies
n—1 ‘
¢(z;n) = (ax;q)n = [](1 - axq)
i=0

and then choosing two sequences

f(n) @Hmwdm@ma@n<@)”
(ga/b; @)nlqa/c; q)n \ be
g(k) (a;q)k(qa/bc; Q)

(ga/b; @)k (qa/c; @)
we write down directly the dual relation
Zn:(_l)k: m L—¢®a_ 1y (@b gilci (@)k
= k] ("a; k1 (qa/b;q)r(qa/c; q)r \ be
_(a59)n(ga/be; q)n
(ga/b; q)n(ga/c; @)n

Feeding back the ¢g-binomial coefficient to factorial fraction

m _ @Mk _ (—1)kgri- () 5w
k (¢ @)k (¢ Q)
1—¢*a  (¢v/a; )k (—qV@; Qi
l—a  (Vaoe (—Va;
we reformulate the dual relation in terms of g-series
(q0; n(ga/bc;)n _ . [a,qv/a,—qv/a, b, ¢, ¢" | ¢*"a
(qa/b; @)nlqa/c; q)n 6%{ Va, —/a, qa/b, qa/c, qH’”a‘q’ be 1

which is the terminating ¢g-Dixon formula (E5.1). O

E6. The Sears balanced transformations

Replacing the base ¢ with its inverse 1/g and then observing that

[ﬂ_lzlﬂ WORGRED
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we can restate the Carlitz inversions in an equivalent form
n n ~
fln) = (-1 M o(a~*5n) g(k), n=012-- (E6.la)
k=0
- e[n] (mF) ok a7 o
n) = -1 —  f(k),n=0,1,2,--- E6.1b
o) = 3 o=t s (B6.1b)

which will be used in this section to prove the Sears transformations on

balanced basic hypergeometric series.

E6.1. The Sears balanced transformations.

_q—n, a, ¢, € .
4¢3 i b, d, qlfnace/bd ’ q; Q] (E62a)
(¢, a, b/c, b/e [d/a,bd/ce; q]
_ - n E6.2b
493 I b, bdjce, ¢ "ajd| T % [d, bd/ace; q],, ( )
(g™, b/c, dJc, bd/ace ) [c, bd/ac, bd/ce; q
= - n(E6.2
463 I bd/ac, bd/ce, q¢'~"/c G a) [b,d,bd/ace; q|, (E6.2¢)

E6.2. Proof of (E6.2a-E6.2c). The second transformation formula is a
consequence of the first. In fact, applying the symmetric property to (E6.2b)
and then transform it by the first transformation (E6.2a-E6.2b), we have

5 g™, a, b/c, b/e

473 b, bd/ce, ¢'~"a/d
B g™, b/e, a, b/e
= a¢s I bd/ce, b, ¢ "a/d
B [q~™, b/e, bd/ace, d/c
= 493 I bd/ce, bd/ac, ¢'="/c

‘C]ﬂ]
‘(Eq
] ¢, bd/ac;
PRALIETN
1 [bd/asq],

Substituting this result into (E6.2b), we find the transformation

_qinv a, C, e .
4¢3 i b, d, ql—nace/bd ‘ q; Q]
— _q—n, a, b/C, b/e ) 1
T 4¢3 | b, bd/ce, ql—na/d q; 9
- [q™™, b/c, dje, bdjace |
= 4@3 I bd/ac,bd/ce, ql—n/c q;4
. ¢, bfe, dje, bdjace |
= 403 I bd/CLC, bd/CG, ql—n/c CLQ_

which is the second formula (E6.2a-E6.2c¢).

[d/a,bd/ce; ql,,

[d,bd/ace; q],,
[4/a, bd/ce;l, |e,bd/acsd),
(@ bdjaceral, [, dfard),
[c,bd/ac,bd/ce; ql,,

[b,d,bd/ace; q|,
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E6.3. Proof of (E6.2a-E6.2b). Let the ¢-polynomials be defined by
d(z;n) = (acex/bd;q)n, = ar =1 and by = —¢"ace/bd.

Then the corresponding inversions (E6.1a-E6.1b) become the following:

s = 0]t ace v oo (56.30)
k=0

o) = = k| () 1 —ace/bd

o) = SO0 S . (e6a

e
Il

0

By means of two ¢-shifted factorial relations
@k _ Hyﬂ S35
(¢ )k k

(¢~ "ace/bd; q)r41
1 —q"ace/bd

(¢' "ace/bd; q) =

we can rewrite the 4¢s-series displayed in (E6.2a) as a g-binomial sum
T e o | 1 —bdjace  (mn)
4¢3 [ b, d, ql_"ace/bd q; Q] 1 _ q”bd/aceq

" nl (n—k 1 —ace/bd a, c, e
Nk 0 [ , € 1 .
,;f ) Mq (g~mace/bd; q)p41 | 0, d ‘q k

Then the first transformation of Sears (E6.2a-E6.2b) can be stated equiva-
lently as

2 B e [ 1,

_ q_n’ a, b/67 b/e X d/CL, bd/Ce ‘ (n—20—1)
= 4¢3 lb, bd/ce, ql_na/d qﬂq d’ qbd/ace C] nq . (E6.4b)

This expression matches perfectly with the relation (E6.3b), where two se-
quences have been specified by

f(k) = la})f’de (qL (E6.5a)

~_|d/a,bd/ce q ", a,b/c, ble . (")
g(n) := [d, qbd/ace ‘ q1n4¢3 {b, bd/ce, ¢! ""a/d Ga) 4 . (EG.5b)

Therefore in order to demonstrate the first transformation (E6.4a-E6.4b) of
Sears, it suffices to prove the following dual relation, which corresponds to
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the relation (E6.3a):

[“I;f’j QL=§(—1)"3[Z] (¢ *ace/bd; q)nlj’/g,;fl%(i( qu(k?) (E6.6a)

—k
qg ", a, bfc, b/e .
X 4¢3 l b, bd/C@, ql—ka/d ’ q; qf - (E66b)

Let = stand for the double sum on the right. We should therefore verify
that = reduces to the factorial fraction on the left.

Recalling the definition of g-hypergeometric series

—k
qg " a, blc, b/e _
4¢3 [ b, bd/ce, ¢ "a/d } b 4

_ i q_kv a, b/Cv b/e 7
oz “ | 4 b, bd/ce, q'*a/d 7 4
1= (2
and the relation of ¢g-binomial coefficient in terms of factorial fraction
m T gy
k (¢ @

we can rearrange the double sum as follows:

- _ n \k n —k . d/a, bd/Ce (k;rl)
—_ = Z( 1) lk](q ace/bd,Q)n ld,qbd/ace’q kq
k=0
ko1 o~k
q ,  Q, b/C, b/e ’ i
* ZO|~ q, b, bd/ce, ql_ka/d q Zq
_ n a, b/C,b/e ; n q_n,d/a,bd/ce
— ;[Q7b,bd/ce‘q12q;l q,d,qbd/ace ‘qk

—k
—k ) (% q)i k(n+1)
X (@ "ace/bd; q)p——"——¢q .
( /bdig) (¢"'*a/d;q):

For the inner sum, performing the replacement j := k£ — ¢ on summation
index and then applying relations

(@"%a)i (i)z @ q)i (i)’ (43 Q)i+j (d/a;q);
(¢t~ Ta/d; q); qa’ (qjd/a;Q)i qa/ (d/a;q)iv; (¢:9);
(¢ ace/bdiq)y = LDty (o g,

(qn~*Jace/bd; q)i+;
(gbd/ace; q)iv;  (ace/bd;q)n  _iiis)
(¢=mbd/ace; q); (¢*F1~"bd /ace; q)
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we can reduce it to the following

zn: (¢, dfa, bd/ce ’q' (¢ *ace/bd; Q)n(q_k3Q)iqk(n+1)
s L q, d, qbd/ace 1k (ql_ka/d; Q)i
:n_z [q~"™, dJa, bd/ce ’ q- (q_i_jace/()d% q)n(q_i_‘j;q)iq(i+j)(n+1)
20 a0 abaface ) T @l
B ‘ g™, bd/ce ‘ d i ¢, d/a, q*bd/ce ‘ ;
_(ace/bd, Q)n ld’ ql_”bd/ace q ‘ <a> ZO q, qid, q1+i—nbd/ace q jq .
(3 ]:

The last sum with respect to j can be evaluated by means of the g-Saalschiitz
formula as follows:

5 ¢, dfa, q'bd/ce ‘ ql = g'a, ce/b
372 ¢td, ¢ "bd/ace | q'd, acefbd ||

Substituting this result into the double sum expression of = and then ap-
plying transformation

(ce/b;q@)n—i  (ce/b;q)n (¢'~™bd/ace;q); (gy

(ace/bd; q)pn—; N (ace/bd;q)n, (q¢'—™b/ce;q); \d

we reduce the double sum to a single 3¢o-series:
- zn: a, b/c, b/e‘ <q_d>Z g™, bd/ce ‘
- — |4, b, bd/ce q \a d, ¢*~"bd/ace q ;
(a; )~ 4 lb/c b/e, ¢ " 1
= (ce/b;q)n v e )
e/t a) (d; q)n ;q g, b, g "bjce | 1],

(]
Evaluating the last sum with respect to ¢ through the ¢g-Saalschiitz formula

qg "™, b/c, b/e ’ e e ‘
3¢2[ b, ql—nb/c6 q;49| = b, C@/b q .

which is equivalent to
- la,ce ‘
=7 | bd |1
n

This completes the proof of (E6.2a-E6.2b). O

‘a, ce/b
X (ace/bd; q)n quzd ace?bd q] ;

E6.4. The ¢-Kummer-Thomae-Whipple’s formulae. As the limiting
cases n — oo of Sears’ transformations, we have the non-terminating
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g-Kummer-Thomae-Whipple’s formulae:

a,c,e| bd a, b/c, bje - d [d/a,bd/ce; ql,
302 [ b, d & E] =302 l b, bd/ce ) ’ 51 % [d,bd/ace; q]
b/c, d/c, bd/ace | [c, bd/ac, bd/ce; q] .,
=302 [ bd/ac, bd/ce ‘ @ C] % b,d,bd/ace; q].,

Other transformations on terminating series derived from Sears’ transfor-
mation may be displayed as follows:

¢ a,c| ] a=e (g™, b/a, bjc ) ] d/ac; g)n (@)”
3¢2 i b, d q; Q_ 0 3¢2 I b, bd/CLC q; 4 (d, Q)n b

q—n’ a, c . _q—n, a, b/C q; qc (d/a? Q)n n
3¢2 i b, d q; q- 50 3¢)2 I b ql na/d :| (d, Q)n a

[ —n’ a, ¢ . —q—n, b/C, d/C ‘ 1 [Ca bd/CLC, Q]n n
3¢2 i b, d q; q- 0 3¢)2 i ql—n/c’ bd/CLC q; a [b, di, q]n a .

(g " a,c| bd ] a=e [q™™, b/a, b/c n .| (bd/ac; q)n
3¢2 i b, d q; &q ] oo 3¢2 i b, bd/ac ‘ | (d, Q)n

[ —n7 a, c . bd n- 'q—n’ a, b/C } . | (d/a? Q)n
20 5al %] T 0 b mafd | Y T(dg),

(¢ ", a,c| bd ] [q™, b/c,d/c ] le,bd/ac; ql,,
3¢2 i b, d q; %q oo 3¢2 i 1 n/c bd/CLC ‘ q; Q_ [b, d, q]n .

E7. Watson’s ¢-Whipple transformation

E7.1. The Watson transformation. One of the most important basic
hypergeometric transformations reads as

897 [

|

a, ¢v/a, —q\/a, ¢, d, ) ¢*t"a’
Va, —v/a,qa/b, qa/c, qa/d, qa/e aqz"+1 " “bede

qa,qa/bc ’ a0 qg", b, c, qa/de

qa/b,qajc|*| 77 qa/d, qaje, q "bc/a

] (E7.1a)

‘ 'q]. (E7.1b)
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PRrROOF. In view of the definition of ¢-hypergeometric series, we can write
(E7.1a) explicitly as

n k
Z a, ¢va, —qv/a, b, ¢, ¢ " ‘ ¢ "a
a(ET 1a) [ \/_ —v/a, qa/b, qa/c, ag" q} ( bc

=0

Lo, ("

Recalling the g-Paff-Saalschiitz theorem, we have

d, (& ‘ % g _ ¢ q_kv C]ka, (]Cl/de ‘ .
ga/d, qale 9 de - 372 ga/d, qale 79
k
_ zk: " ", qa/de‘ i
- =l 4¢ qa/d, qafe 4,4

Therefore substituting this result into Eq(E7.1a) and changing the order of
the double sum, we obtain

Eq(E7.1a) = EZ:LI qg%df]a/e‘qkqi

K3
n
1_(] a ’ ¢, q—n ‘
X
kZ::Z 1—a lqa/b qa/c, " ta q 3

DG Q)k—l—z() " Q)i (q””a)k_

(¢; ¢ be

o

Indicate with €2 the inner sum with respect to k. Putting £ —¢ = j and
observing that

(¢ g _ (~1)iq(2)7
(4 Q)i+ (¢:9);
we have
) 21 —-n 14+n ?
Q= (=1 ¢~ (%) (a5 q)as 11__—%@ [qf/’b, e, qzﬂa ‘QL (q ; “)
y "Zzl 2i+2ig {q ‘a, 1qib, d'c,  q ’q} ( 1+"—fa>j
S L N A *a/b, ¢**a/c, q”"“ be

) -n 14+n i
Y (g ) | 0 ’ g a
( 1) q (qaa Q)Qz qa/b, qa/c, qn—i—la q i be

« oty |V~ Ve, @b gle, g Pt ¢t a
ore ¢va, —q'va, ¢ta/b, ¢ afe, ¢t a [T e
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Evaluating the last series by the terminating g-Dougall-Dixon formula (E5.1),
we obtain

s ¢*'a, ¢"'a, —¢"'Va,  ¢'b,  g'e, ¢ ‘q- gt ia
6¥5 qz\/a’ _qz\/a’ q“la/b, q“’la/c, ql—i-n—Ha ) be

[ ¢"%a, qa/bc ‘
~ ¢ a/b, ¢'tla/c

which implies the following:

R qa/de i ¢'*¥a,  qa/be
Eq(E7.1a) = ; lq, ga/d, qaje ‘ QLCJ X [q1+ia/b’ g *a/c ’ q .
. —n 1+n t
i~ b e g ‘ e a
x (=1)'q (qa; q)2i qa/b, qaje, @ +a | e )

Noting that for the shifted factorials, there hold relations:

(ga/be; Q)i = <_1y‘q<s‘>—m(b_c>l(<wﬂ

a /) (¢g7"be/a;q)i
N C R e
(qa7 q)Z’L (q1+na; q)z - (qa/7 q)n
Consequently, we have the following expression
_ [ qa,qa/bc ‘ ~ [¢™, b, ¢ qa/de ‘ i
Ba(E7-1a) - = lqa/b,qa/c q} 2 [ ¢, qa/d, qa/e, ¢ "bc/a |4 Z-q

n =0
qa, qa/bc ‘ 65 |T 00 G qa/de ‘ .
qa/b,qa/c 1931 qa/d, qa/e, g befal T

which is exactly (E7.1b). O

E7.2. Rogers-Ramanujan identities. In view of |¢| < 1 and
T — 00 — (x; Q) ~ (—=1)"q\2zx

the limiting case b, ¢, d, e, n — oo of the Watson transformation reads as:

[e%e] m2 am 1 [e’e]

2k .
q o (_1)k; 1 q a (av q)k q5(g)+2ka2k' (E72)
l—a (¢ @k

(¢ Om (905 @)oo

b
o

m=0

This transformation can provide us an alternative demonstration of the
well-known Rogers-Ramanujan identities (D3.2a) and (D3.2b):

2

oo g B 1
2 (@ Om (@ ¢°)o (0% ¢°)o
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In fact, observe first that

1—q¢**a(a; ) 1-¢**a(qa; Q) a—1 )1, k=0
l—a (g @ 1 —q*a (q; @)k 1+4* k>0.

Then letting a — 1, we can restate the transformation (E7.2) as

Zo(q(? Dm (q, {1+Z e (S)Hk}
= e {1+Z Jegh +2kz+z +3k}
_ o {1+Z )k el +2k+z 2k}

Applying the Jacobi-triple product identity, we therefore establish the first
Rogers-Ramanujan identity:

g1 G s(Mazk 140505
= Dm (@ Do > (O (¢ Poo

k=—o0

Letting a — ¢ instead, we can write the transformation (E7.2) as

2 gmitm 1 - k 1+2ky 5(5)+4k
(¢ q) = (¢ 9) (—1)"(1 —gq + )g°\2
m:O b m ) o0 k O
1 {i k 5 _|_4k k+1 5 —|—6k+1
- S S
(¢ Do | =
1 - k 5 5)+dk —4k
ST POV
! k=0

where the last line is justified by & — k£ — 1 in the second sum. It leads us
to the second Rogers-Ramanujan identity

& m2+m 00 .
A e _ dhad’]
> = > (=g = ,
=G Dm (G Qoo (¢ @)oo
thanks again to the Jacobi-triple product identity. L]

E7.3. Jackson’s ¢-Dougall-Dixon formula.
o | WVE —ava, b e d e ’
8vT Vva, —va, qa/b, qa/c, qa/d, qa/e aq”Jrl 9

qa, ga/bc, qa/bd, qa/cd
qa/b,qa/c,qa/d, qa/bed

(E7.3a)

1 , where ¢""a? = bede.  (E7.3b)
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PROOF. When ¢'*t"a? = bede or equivalently qa/de = q~"bc/a, the 4¢3-
series in the Watson transformation reduces to a balanced g@o-series. There-
fore, we have in this case the simplified form:

¢ a Q\/7 Q\/_ ba C, d ‘
7| Va, —va, qafb, qafe, qa/d, qa/e aq”+1 ¢
_ [ qa, qaﬂ)fl’ ¢ ", b ‘
lqa/b, qa/e ] 32 l qa/d, qa/@ 4
Evaluating the balanced series by the ¢-Pfaff-Saalschiitz theorem, we have
¢ CL Q\/7 Q\/7 ba C, d, ‘
T Va, —va, qa/b, qa/c, qa/d, qa/e aq”‘H %49
_ [ qa, qa/bC‘ . [aa/bd,  qa/cd
B _qa/b, qa/c qa/d, qa/bcd
which is essentially the same as Jackson’s q—Dougall—D1xon formula. 0

E7.4. The non-terminating g¢s-summation formula.
a, Q\/a7 _Q\/aa b7 ¢, d ‘ . ﬂ
6¢5[ Vi, —va qafb, gaje, qajd|® peq| (ETAY

qa, qa/bc, qa/bd, qa/cd ’q_)
lqa/ba qa/c, qa/d, qa/bcd q oo7 bed <1 (E74b)

PROOF. Substituting e = ¢'*™a?/bed in the Jackson’s g-Dougall-Dixon for-
mula explicitly, we have

¢ a, Q\/a7 _Q\/aa ba ¢, d) q1+na2/b0d7 q—n ‘q q
Tl va, —Va aa/b,qafe, qa/d, g bed/a, ¢*Tra |

qa, qa/bc, qa/bd, qa/cd
qa/b,qa/c, qa/d, qa/bcd

For n — oo, recalling the limit relat10ns

(g-a?fbeds @) o (@ <i>k

an
(¢"t"a; q)k (¢g~"bed/a; @) \bed
and then applying the Tannery limiting theorem, we get the non-terminating
g-Dougall-Dixon formula (E7.4a-E7.4b). O

We remark that when d = ¢~", the formula (E7.4a-E7.4b) reduces to the
terminating ¢g-Dougall-Dixon summation identity (E5.1).



CHAPTER F

Bilateral Basic Hypergeometric Series

This chapter deals with the bilateral basic hypergeometric series. The Ra-
manujan j;-summation formula and Bailey’s very-well-poised gig-series
identity will be established. We shall also investigate the non-terminating
bilateral g-analogue of Dixon’s theorem on cubic-sum of binomial coeffi-
cients, partial fraction decomposition method on basic hypergeometric series
with integral differences between numerator parameters and denominator
parameters.

F1. Definition and notation
F1.1. Definition and convergence. Let {ai};l and {bj}jzl be com-

plex numbers subject to the condition that a; # ¢™ and b; # ¢~ " with
m € Nand n € Ny forall e = 1,2,---;rand 5 = 1,2,---,s. Then the
bilateral g-hypergeometric series with variable z is defined by

q] z".

+o0 (n) ST lay, a9, ,a
. — _ 1\ 400 ’ ’ y Yr
@ Z] n:z_oo{( 1) ! } |:b17b2’.” ’bs
For m € Z, we find by shifting the summation index n — m + n, that the
bilateral ,.1)s-series satisfies relation

ai, ag, -+, Qp

T¢S lb17 b27 ) bs

ar, 2, "= Gr . — ay, az, -+, QG m
T’I/JS lb17 b27 te ) bs q’ Z] o [ bl, bz’ « o o , bS q]mz (Fl.]_a)
¢"ar, ¢z, -, ¢"a
X rWs | gmp,gm mo | @ 2| - (F1.1b
v {q bi, ¢™ba, -, ¢, qz} ( )

When ,1)s has no zero parameters, we can reverse the summation order and
9
get another equivalent expression for the bilateral ,.v)s-series:

q]m{%}m(ma)

—+oc0

" Z] :m;m{Q/bla(J/bmwQ/bs

q/a1,q/az, - q/ar

ai, @z, -, Qr

rws [bla b27 ) bs
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where A := ajas---a, and B := b1by---bs have been defined for brevity,
and the shifted factorial with negative integer order has been inverted as
follows:

: T 1 ") (1) n
@D = mim — @rmdn - @mae 0 N

Splitting the bilateral series ¢ into two infinite series:

pe] = S {Card@) T [

n=0

ai, @z, -, Qr

’l"wS lbl’ b2’ . bs

qlnzn
| {2

we can check without difficulty that for |¢| < 1 and R = |B/A|, the conver-
gence condition of the bilateral series is determined as follows:

+oo
+ Z [Q/ lvq/ 2 vq/

Q/ah Q/CLQ, Ty Q/ar

m=1

e if r < s, the series converges for |z| > R;

e if r > s, the series diverges for all z € C except for z = 0;

e if » = s, which is the most important case, the series converges for
R < |z <1

F1.2. Ordinary bilateral hypergeometric series. Similarly, we can
define the (ordinary) bilateral hypergeometric series.

Let {ai};l and {bj};:1 be complex numbers subject to the condition that
a; # m and b; # —n with m € Nand n € Ny for all 7 = 1,2,--- 7 and
j=1,2,---,s. Then the (ordinary) bilateral hypergeometric series with
variable z is defined by

400
THS al,CLQ,"' 7a?" P — E a/laa‘27"'7a7‘ Zn.
bla b27 Ty bS b17b27'” 7bs n

n=—oo

Only when r = s and |z| = 1, the bilateral , H,-series is of some interest.
Writing it in the sum of two unilateral series

400
ai, az, -+, Qr o a1,0a2, - ,0r n
’“HT[bl,bz,---,br z] = z_%[bl,bz,---,br]nz
400
1—01,1—=0bg,---,1—0, m
+ 2[1—&1,1—@2,"',1—GT]mZ

we can determine the convergence condition of ,. H,-series as follows:

o if z = 41, the series converges for |[R(B — A)| > 1;



Classical Partition Identities and Basic Hypergeometric Series 87

e if z = —1, the series converges for |R(B — A)| > 0.

F1.3. Examples. Here we shall review the Jacobi triple and the quintuple
product identities derived in C2.4 and C2.6 respectively.

e The Jacobi triple product identity can be stated in terms of bi-
lateral series as follows:

400
wr g |we] = X 0rd®at = pog/ma. (L9

n=—oo
e An alternative form can be obtained by separating the sum into two
according to the parity of summation index n:

+oo
& ay. a/ysd®l, = > ()"t " (F1.4a)

+oo
2
= Z " {1 — yq1+4”} T (F1.4b)

n=—oo
“+o0

= 2 q4"2{1—(Q/y)1+4”}y2". (Fl.4c)

n=—oo

¢ Quintuple product identity can have different forms such as

[q, % /%4y (4% 4/2% ¢ (F1.5a)
= 2 {1—zq } 2*)" (F1.5b)
- 2 {1 ”6”} (¢%/2)" (F1.5¢)
. {1 (q/2%) “3”} (¢z%)" (F1.5d)
= :Eijo *G) {1 = (22"} (¢%/%)" (F1.50)

as well as different limiting expressions:

—+00

> (1+6k) PR = g g qdl [0 6 d] (F1.6a)
k=—o0

+oo o s

Y (1+3k)PEE = [q, ql/z,ql/z;q]oo [®,¢% %] - (F1.6b)

k=—o00
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PRrROOF. We need to show only (F1.5d), (F1.5¢) and (F1.6b) because the
others have been demonstrated in C2.6.

It is obvious that (F1.6b) is the limiting case z — ¢'/? of (F1.5a) and
(F1.5d). Therefore only (F1.5d) and (F1.5e) remain to be confirmed.

Splitting (F1.5b) into two sums and reversing the later by n — —1 — n, we
can manipulate the sum as follows:

Z q { }(qz ) = Z {q3(3)+nz3n _ q3(§)+2n21+3n}
_Z{ 5)+n 30 _ q3(3)+1+4nz—2—3n}
=20 {1 @ )

which gives the bilateral sum stated in (F1.5d).

Similarly, splitting (F1.5¢) into two sums and shifting the summation index
n — 1+ n for the latter, we can reformulate the sum as follows:

Zq3(g) {1 . Z1—|—6n} (qz/zs)n _ Z {q3(g)+2nz—3n - q3(3)+2n2,1+3n}
' _Z{ 5)+2n—3n _ q3(§)+2+5nz4+3n}
= qu’(g){l — (qz2)2+3n}(q2/23)n

which is exactly the sum displayed in (F1.5e). O

F2. Ramanujan’s bilateral |1;-series identity

1 li ‘q; Z] _ lq, c/a, az, qlaz ‘qL, (le/al < |2 <1). (F2.1)

¢, q/a, z, claz

PROOF. For a large natural number M, choose three complex parameters

a — aq_M
b — c/az

c — cq_M.
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Then the ¢-Gauss theorem E2.2 can be restated as

n [T % o] - (o sl s 0

cqM (25 @)oo(@™™Me; @)oo

We can further reformulate it by shifting the summation index n — k + M
as

i (a; Q)k(qMC/CLZQ Q)kzk — M (GDm@Meadm  (¢/a:q)co (@M az;q) oo
c 14+M . claz;)m (@ Ma;q) v (29) 00 (M C5q) o
= (G ae(@ M)k (c/azia)a(@ M aia)ar  (2:0)o0 (4 M i0)

_ (@ 9um(g/az; du (¢/a; )oo(a2; @)oo
(q/a; Qm(c/az; Q) (6 Qoo(25 @)oo

Letting M — oo, we get the Ramanujan 11);-bilateral series identity

1{2 )q;Z] _ Eff (a: )k s _ [az,q/az,q,c/a

(¢ @)k z, ¢/az, ¢, q/a ‘ CILO, lc/a| < |2 < 1

k=—o0

where the convergence condition is figured out by analytical continuation.

In fact, the series along the positive direction

“+o00

—~

a; Q)kzk
(C; C])k

k=

o

converges when |z| < 1. While the series along the negative direction

io (@ @)k & _ f (¢/6 Ok <i>’f
= (¢ q)-k — (q/a; @)k \az
converges when |z| > |c¢/al. O

F3. Bailey’s bilateral 5vys-series identity

For complex parameters a, b, ¢, d, e satisfying the condition |qa2 / bcde| < 1,
there holds Bailey’s very well-poised non-terminating bilateral series iden-
tity (cf. [56, §7.1]):

_q\/a? _Q\/a7 ba c, da ‘ 2
¥ | Va, —vVa, qa/b, qa/c, qa/d, qa/e T bede bcd (F3.1a)

~ lg,qa,q/a,qa/bc, qa/bd, qa/be, qa/cd, qa/ce, qa/de‘ (F3.1D)
| qa/b,qa/c,qa/d, qa/e,q/b,q/c,q/d, q/e, qa”[bede ' '

Here we reproduce a recent proof provided by Schlosser (2003).
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F3.1. Lemma. For three complex parameters a, b and d with ‘qa / bd! <1,
there holds the following summation formula:

(G b, 15 25 U 1.
ld/a qx/\/% _il\/\/% qbd/fb qqfi{a 1qnnd/a ‘ Zﬂ

PROOF. According to the g-Dixon-Dougall formula, we have

d/a q+/ /a —q+/d/a, b/a, ¢ "d/a, q"d ‘ qa
Vd —\/d/a, qd/b, ¢'*™, 1_”/a " bd
_ qt*t"a/b, q1 " /b, q/d, qd/a
¢t ¢*7"/a, qd/b, qa/bd
Separating the factorials dependent in n:
(7"a/b Do _ (@ @O0 (90/b; Qo
(@ Q) (qa/b; q)n (¢ @)oo
(@ /b @os (g)”(b; Dn (/b D)oo
(@' "/a; @)oo b/ (a; @) (¢/0; @)oo
we can restate the last series as
d/a qv/d/a, —q\/d/a, b/a, ¢ "d/a, q¢"d ‘ qa
Vd/a, —+/d/a,qd/b, ¢, 1‘”/@ " bd
b, ¢/d, qa/b, qd b, a\”
[q/ q/d, qa/b, qd/a q] " [ q M (g)

¢, qd/b, q/a, qa/bd qa/b,
which is equivalent to the formula displayed in Lemma F3.1. U

F3.2. Now we are ready to prove Bailey’s very well-poised non-terminating
bilateral gis-series identity.

Recalling the definition of bilateral series
+0oo 2n 2 n
1 —q™"a b c d e qa
Eq(F3.1a) = S ’ ) ) ’
q( a) n:z—:oo l-a lqa/b’ qa/c, qa’/da qa/e q] n (bcde)

and then replacing the factorial faction related to b and d by Lemma F3.1

<%>n lq(zb/’b qad/d q} = lg: qad/d ] qu/’bq{;;/gd{]l;dqcz]{lb/ci‘ }OO
ld/a qg\/d/a, —q\/d/a, b/a, ¢""d/a, q"d )q_ @]
Vd/a, —+/d/a, qd/b, ¢, ¢'""/a | bd
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we can express the gig-series as the following double sum:

|4 q/a, qd/b, qa/bd
Bq(F3.1a) = lq/b, qa/b, q/d, qd/a’

1—q¢*"a [a, c, d, e ‘ ga \"
X
n_z_:oo 1—a lq, qa/c, qa/d, qaje qL<0d€>

) Z Loadjafdfa, bla g rdfe, q'd | ) (00 '
1—d/a q, qd/b qlJrn lfn/a q i bd .

Interchanging the summation order and then combining the following fac-
torial fractions

(dign  (¢"di@)k  _ (di@)n+k
(G Dn (@ 9k (4 sk Q)n—i-k
(@ @n (@ "d/a @k _ < ’“ —k
(qa/d;q)n (¢ 7"/ a; )k qa/d Dn—k
we can further reformulate the equation (F3.1a) as follows:
_ | ¢ d/a, qd/b, qa/bd
Bt = |6 W 0

X

il—q%d/a ld/a,b/a q] (Z)k
k

1—d/a Qaqd/b b
“+o0

1— q2na ¢, ‘
>< - - @
Zoo 1—a {qa/c, qa/e q]

n—=—

(d; On+r (a3 @) n—k ( qa )n
>< - .
(@ @nvk (qa/d; @)n—k \cde
F3.3. The last sum with respect to n begins in effect with n = —k because

the shifted factorial 1/(q; q)n+x is equal to zero when n < —k. Indicate with
Q) the last sum. Therefore it can be reformulated through j := n + k as
follows:

I S ] [ x ‘q] () () (o)
=0 l—a qa/c, qa/e k (¢:9); (qa/d; q)j—2r \cde

By means of two relations

m _ (a5 q) -2k (g~ %Fa; q);
(ga/d; q)j—2k (qa/d; q)—ok (¢*~2*a/d; q);

i el e el ot L]
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we can express {2 in terms of the g-hypergeometric series:

l—a (qa/d;q) ok | Ga/c, qaje qa

X E 1o 2kg |k 1—k —2k ‘
1 —q=2kaq ajc, q a/e 4, q a/d cde

g - Ll—a™a (a9) [ ¢, e ” <%>k

§=0
(qa; q) 2k c, e cde
et Lo age ] (q—a)
g Fva, —¢t7*/a, ¢* *ajec, ¢+ Faje, ¢*%*a/d cde

When |ga/cde| < 1, the last series can be evaluated by g-Dixon-Dougall
formula (E7.4a-E7.4b) as follows:

~2k, 1k 1—k —k —k
605 | k\/__lk\/_ 1qu’ 1qk€ 12k ‘q,
q a, —q'~"\/a, ¢*"a/c, ¢ "Fale, q a/d
q' 2’“@, qa/ce, ¢ Fajed, ¢' ka/de‘
¢'*ajc, ¢ "Fale, ¢'"%*a/d, qa/cde
_ (ga/d; q) -2k [qa/c, qa/e ‘ } [qa, qa/cd, qa/ce, qa/de ‘ ]
(qa;q)—ar |qa/cd, qa/de qa/c, qa/d, qa/e, qa/cde

which leads us consequently to the closed form for €2:

0 - (%)k [ ¢, e ‘ qa, qa/cd, qa/ce, qa/de ‘
~ \qa/ |qa/cd, qa/de qa/c, qa/d, qa/e, qa/cde
_ <%>k [¢'*a/cd, q'~*a/de ‘q qa, qa/cd, qa/ce, qa/de )
qa) | qaFe,  qFe . Laa/c, qa/d, qaje, qa/cde
_ <ﬂ>k [cd/a, de/a ‘ q] [qa, qa/cd, qa/ce, qa/de ‘ ]

cde) | q/c, qfe qa/c, qa/d, qa/e, qa/cde

F3.4. Summing up, we can state the bilateral giyg-series displayed in
(F3.1a) in terms of another g-series:

q/b,q/d,qd/a,qa/b,qa/c,qa/d,qa/e, qa/cde

) i 1 — ®*d/a [d/a, bja, cd/a,defa ‘q ga® \"*
1— d/a q, qd/ba Q/Cv q/€ bede .

Bq(F3.1a) — { 4, qa,q/a,qd/b, qa/bd, qa/cd, qa/ce, qa/de ) ]

k=0
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The last series can be again evaluated by the very well poised non-terminating
s®Ps-summation formula as follows:

ld/a ¢\/d/a, —q+/d/a, bja, cdfa,defa ‘q. _]
Vid/a, —/d[a, qd/b, q/c, gqfe |7 bede

qd/a, qa/bc, qa/be, qa/cde ’
qd/b, q/c, q/e, qa®/bede

We therefore have established the following

Eq(F3.1a) = [ ¢,qa,q/a,qd/b,qa/bd, qa/cd, qa/ce, qa/de ‘
q(F3.1a) = \qd/a,q/b,q/d,qa/b,qa/c,qa/d, qa/e, qa/cde

(qd/a, qa/bc, qa/be, qa/cde ’
Lqd/b, q/c, qle, an/bcde

¢, qa,q/a, qa/be, qa/bd, qa/be, qa/cd, qa/ce, qa/de ‘
| qa/b,qa/c,qa/d, qa/e, q/b,q/c,q/d, q/e, qa*/bede

which corresponds exactly to (F3.1b).

This completes the proof of Bailey’s very-well-poised g1g-series identity. [

F3.5. The quintuple product identity. The identity displayed in (F1.5a)
and (F1.5b) is a limiting case of Bailey’s very-well-poised g1)g-series identity.

In fact, letting b = —+/a and ¢, d, e — oo, we can state (F3.1a-F3.1b) as
+oo

3(%) — a"a 3" = —Ja [CL qa, Q/GQQ]OO
24 {1 q\f}(q ) 4 f)[—q\/&, —q/Va; 4]

I (R T
e Van d
= [¢, Va, ¢/Vaiq]  [qa, a/a;¢%]

Replacing a by 22, this becomes the quintuple product identity displayed in
(F1.5a) and (F1.5b). O]

n=—oo

F4. Bilateral g-analogue of Dixon’s theorem

For the cubic-sums of binomial coefficients, there is Dixon’s well-known
theorem, which states that

n 3
f“”’“(zﬁf)g: Comn ) 020 (F4.1)
h=mn 0, 5=1.
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Its terminating g-analogue was first found by Jackson [44] and subsequently
generalized by Bailey [8]. Following Bailey’s derivation, we will establish
two general well-poised bilateral series identities:

quw, b7 c, d q q, Q/bC, Q/bd, (]/Cd
L | = FA4.2
44 [w a/b, a/e. q/d ‘ e bcd] [Q/b, g/c, q/d, q/bed | 1 oo( )

” qu, qu, b, ¢, d Q _ | @ 1/bc,1/bd, 1/Cd‘ F43
S5\, v, 1/b,1/¢,1/d | D bed | = |q/b,q/e,q/d,q " bed |

1—-1
X [aw gy
(1—-1/u)(1—1/v)
Further bilateral identities of this type and applications can be found in
Chu [26], where a systematic treatment of basic almost-poised hypergeo-

metric series has been presented.

F4.1. Proof of (F4.2). Recall the non-terminating very-well-poised ¢¢5
summation identity (E7.4a-E7.4b):

Qb a, Q\/a7 _Q\/aa b7 ¢, :|
. va,  —va, qa/b, qafc, qa/d " bed

qa, qa/bc, qa/bd, qa/cd
qa/b, qa/c, qa/d, qa/bed | 1|

Letting a — 1, we can restate the result as
—+oo
q,q/be, q/bd, q/cd ] K l b, ¢, d ] g \k
=1+ {1+ "
el > ALY o o aga ), ()
+
b, c, d q \*
+k§ q/b, q/c q/d 1 <bcd>
[ boed g \~*
+ ; [q/b, q/c,q/d q] L (@)
_ S [ bed (L)k
- La/bs a/e.a/a ), \bed) -

In terms of bilateral series, this becomes the following well-poised summa-

1.
bcd) <

tion identity

b7 C, d q | [ q, Q/bC, Q/bd, Q/Cd ]
TS| = F4.5
4 [Q/bv q/c, q/d ‘ 4 bed | 1q/b,q/c,q/d,q/bcd q_ - ( )

whose reversal reads as

b, ¢ ‘ @ _ [aq/bcq/bd,qfcd | ]|
el B . F4.6
s lq/b, afe, a/d|Toed] = |a/boajea/d,qbed || - FLO)
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In view of the fact that

(qws@r _ 1-wg® 1  w ~
(w; q)g 1—w l—w 1—-w

the linear combination of (F4.5) and (F4.6) leads us to bilateral identity
(F4.2) with an extra w-parameter:

o o be ‘ _11 B [q,Q/bc,q/bd,q/Cd ]
W w, g/, qle, q/d 1T bed q/b,q/c,q/d, q/bed | 1

F4.2. Proof of (F4.3-F4.4). Instead, if taking a = ¢ in non-terminating
very-well-poised g¢5 summation identity (E7.4a-E7.4b) and then multiply-
ing both sides by 1 — ¢, we get

2 2 2 +oo k
q,9 /bC,q /bdvq /Cd _ 142k ba c, d
¢*/b, ¢% ¢, ¢°/d, ¢*/bed ‘q . kzzo{l ¢ /b, ¢*/c,¢?/d | ¢ } (bcd)
S et Tl (2
= [q*/b,q?/c,?/d 17|, \bed
2

io b d 1P
X | smtjeqtsal?) (o)

X7 b d IR
=2 ¢*/b,¢*/e,q*/d | ! k<@>

k=—oo" .

where we have performed the summation index substitution £ — k£ — 1 for
the second sum.

In terms of bilateral series, this reads as the following well-poised summation
identity

” l b, ¢, d ‘ i] B [q7q2/bc,q2/bd,q2/cd ] (F4.7)
3%¥3 q2/b, q2/C, q2/d @ bed qz/b,qQ/c,qQ/d,qQ/bcd .

Shifting the summation index by k — k£ —1 and then performing parameter
replacement b — ¢gb, ¢ — qc and d — qd, we can derive the following
equivalent result:

" b, ¢, d ’ Q _ =1 ¢,1/bc,1/bd,1/cd (FA.8)
3301 /b,1/e, 1/d | T ped | — 1/b,1/c,1/d, g /bed | 1|

Its reversal can be stated, after some little modification, as

b, e d | a | _ | a1/bc,1/bd,1/cd
393 [1/1), /e, 1/d |7 bcd] N {1/b71/071/d,(]1/56d’qw' (F4.9)
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Note further that
” b, c, d ‘ 1
331, 1/e, 1/d 1Y bed

which is the case k = 1 of the following general statement:

=0 (F4.10)

¢ C1, Coy 0y Cl—|—2."€
Th2n2n+l ]-/Cla 1/627"' ) ]-/Cl+2.'€

In fact, denote by © the bilateral 1)-series on the left hand side. Its reversal
with the summation index shifted by £ — k — 1 can be stated as

1
—1 = 0. (F4.11)
C1C2 " - C142k

1+2k T
O = 1iontbonit gci,  qc2,c ., Cli2n . H 1
- +2r V2K~ -
q/c1, q/ca,--, qfciyon | e
B 1+2k T
_ " c1, Coy e Cl42k . H 1
= 1426241 —
TRt ey, 1/eayoy, 1feipan | tra
142 142 1
A A =
< [I—11 ¢ -
=1 _CL =1 Cl’

Simplifying the last factor-product, we find that
0 = (-0 =0
which is exactly (F4.11).

By means of three terms relation

(qu; @k (i@ 1—ug"1—vg*
(ws Qi (V3@ l—u 1-v
1 U+ v k uv ok

- (1 —u)(1—v) B (1—u)(1—v)q + (1—u)(1—v)q

we can establish from the combination of (F4.8), (F4.9) and (F4.10) the
following general identity with two extra free-parameters:

g ! B 1—1/quv

bed (1—1/u)(1—-1/v)

q, 1/bc, 1/bd, 1/cd ‘
q/bq/c,q/d,q " bed | 1]

which is the bilateral identity stated in (F4.3-F4.4).

s |10 1V b, ¢, d‘,
T8, w, 1/b,1/c,1/d &

F4.3. ¢-Analogue of Dixon’s theorem. Putting b = c =d = ¢~" in
(F4.5), we can state the result in terms of g-binomial sum

zn: (—1)’€[ ank r’qk(:'»lf—l)/2 _ 7((‘2“2)33” (F4.12)

k=—n

which is the g-analogue of (F4.1) corresponding to § = 0.
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Similarly, taking b = ¢ = d = ¢~ in (F4.7), we can express the result as

another ¢-binomial sum

14+n

1+2n13 _ (¢;¢)1+3n
_1\k k(3k—1)/2 __ ) +
> (1) [n+k} q = “ed? (F4.13)

k=—n

which is the g-analogue of (F4.1) corresponding to § = 1.

F'5. Partial fraction decomposition method

For terminating hypergeometric series with integral differences between nu-
merator parameters and denominator parameters, an interesting identity
was first discovered by Minton (1970) and slightly extended by Karlsson
(1971). Their g-analogue was then established by Gasper (1984). The bi-
lateral non-terminating forms of these formulae have been found by Chu
(1994), who has further generalized these results into basic bilateral very
well-poised hypergeometric summation identities.

The purpose of this section is to present the formulae of Chu-Karlsson-
Minton for basic hypergeometric series with integral parameter differences.
For the terminating cases and their dual formulae, refer to Chu (1998).

F5.1. Theorem. For complex numbers a, ¢, d, and {x}4_, with A and
{ni}4_, being nonnegative integers and n = Zizl ny, there holds the bi-
lateral series identity with integral parameter differences

a, d7 qnlx 3 qnzx s Ty qneﬂjﬂ —
cr2¥ate | g ml,l x2,2 U ‘q; q' A/a] (F5.1a)
¢, ¢ c/d, qd/a ] \ 11 (@k/diq),,
= d _ F5.1b
[Q/aa (o qd7 Q/d 1 H xka Q)nk ( )

provided that (|g/a| < |¢*| < |¢"/c|). This identity contains, in particular,
the results due to Gasper [33] on unilateral g-series as special cases.

PrRoOOF. Consider the function of complex variable z defined in terms of
g-shifted factorials by

flz) = 21 [q, ¢, ¢/, qZ/a‘ ] ﬁ (@/25 @y (F5.2)

e afa, = afz 11 M i,



98 CHU Wenchang and DI CLAUDIO Leontina

It is not hard to verify that f(z) has simple poles z = ¢’ for j = 0, 41,42, - -
with residues

. J4 N . '
_{q—l—A/a}J (a; Q)j H (q xk,(l)]. (F53)

(6 ); = (ke q);

Denote by d,, and 0,, the circles with the center at the origin and radii
|q|™*1/2 and |q|~™~1/2, respectively. It is clear that there is no pole of f(z)
passing through §,, or 9,,. Then the residue theorem (cf. [58, §3.1]) states

that
f(2) Res[f(2)., _ 1 f(#) X
+ E /a T dt (F5.4a)

z —~ 7 (1 —2) 271 t—2)
1 ft)
— /5 et (F5.4b)

where the summation runs over all poles {7} of f(z) between contours d,,
and Op,. For sufficiently large m, we can estimate that

/ f(t) P O{q(1+)\—n)m(q_m_1/2c;Q)m} (F5.5a)
5

tHt—2) (™2, g)m
= O(lg""el™) (F5.5b)

Fit) _ Con (@2 /a5 @) c

/am t(t — 2) dt = 0 {q (™12 ¢)m } (F5.5¢)
= O(la"*/al™). (F5.5d)

When |q/a| < |¢*| < |¢™/c|, both integrals displayed in (F5.4a-F5.4b) tend
to zero as m — o0o. Therefore we can express (F5.4a-F5.4b) as a bilateral
summation identity:

a, z, q"x1, q"r2, -, ¢y 1-A
mww{’ ’ ’ ’ ’ e | T /a

¢, gz, T, T2, Tty
ﬁ (/2 0),,
(Tk3 O,

— [ q, q, C/Za QZ/CL‘ ] Z)\
S L

Q/a7 C7 qzﬂ q/z

whose convergent condition coincides with |q/a| < |¢*| < |¢"/c|. Rewriting
the last identity with z being replaced by d, we confirm the formula displayed
in (F5.1a-F5.1b). O

Two interesting special cases of (F5.1a-F5.1b) are worth to mention:

a, 4qr, =z . _ 1—33‘/2? q, q, C/Za qz/a‘
33 [Ca L, gz ‘ ¢ q/a] B 1—x [07 Q/aa 4z, Q/z 1 (F56a)

a, 4z, z 1 —Z/ZC q, 4, C/Za QZ/CZ ‘
;1 = F5.6b
v lc’ T, gz ‘q’ /a] 1—-1/x [C, q/a, qz, q/z | (£5.6b)
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where their convergence conditions are given respectively by |c| < |q| < |a
and |c| <1 < |al.

F5.2. Corollary. Replacing each parameter by its g-exponential in equa-
lity (F5.1a-F5.1b) and then letting ¢ — 1, we can state the limit as bilateral
hypergeometric summation formula (n + R(a — ¢) < 0):

a, da r1+mni, x2+mn2, -, Tty ‘
t+2Ha g [c, 1+4d, 1. o, . 2, 1] (F5.7a)
¢
l1—a,c md (xk — d)n,
= T ’ : F5.7b
ll —a+d, c— d] sind Pt (k) ny ( )

This generalizes the identity due to Karlsson [46]

a, d, x1+mni, T2+n2, ---, l’rl—ne‘
t+2F1 40 [ 14d. 1. o, o 2, 11 (F5.8a)

£

I'(1—a)l(1+d) (74 — d)n,,
I'(l—a+d) kI:II @)me (n+R(a) <1) (F5.8b)

which is a non-terminating extension of an earlier result due to Minton [50].

F5.3. Transformation of bilateral series into unilateral series. For
lw| < 1, recalling the ¢-Gauss summation formula

(z:q)k 1 Z,w q/w,qkz ‘
(wz;q)k 1— 2q¢F |q,wz q 27 q1+kz q

we can consider the series composition (|q/a| < |¢*| < |¢'T"/cw)|):

a, z, qn1x17 q"2332, 7qnl$£ } RN q, wz
t+2240 [c,wz, o1, de. e om T Jal X 2w qoo
gk
1-— qu ¢, {ZEH} k q1+kz ,
k=—oc0
00 i

Z’w

-z (¢:q)i o

¢, "z, {zs}

cq). I i .
(a/w: 2 > [a’ 7 A0 (J] (q"a)".
k

Under the condition |¢/a| < |¢*| < |¢"/c|, the last series can be evaluated
by (F5.1a-F5.1b) as
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1

a, qizv q "X, qn2$27 ) nzxf 1 A
144 ¢ q "/a

o2V 40
¢, (¢ Z, T, X2, Ty

_ q7 Q7 QTC/Z, quiZ/CL ‘ ] i >\ H q $]€/Z q)
+1 —1
_q/a7 ¢  q Tz q /Z 00 Tk Q) ng

a, q c/z QZ/a” - xk/zq
_Q/a> ¢, 4z, Q/Z 0o ZEk, n

‘lqz/c,qz ‘ [Tk 4);
% (qk_l_n(:) [((]JZ//CL,QZ ‘q]ikl;[l (ql(gnizljwz);q)i'

Substituting this result into the last expression, we get the following trans-
formation:

.':1

k=1 k

a’ Z? qn1x17 qnsz’ T ) nexz ’ 1 >\
t+2%2+44 lq wz, @, S q; ¢ "/a| (F5.9a)
Y4
q, w, c/z, qz/a ‘ ] iL”k:/Z Q)
= F5.9b
lq/av G, wz, Q/Z 1 1;[ xk?Q) nk ( )

g/w, qz/e,  {qz/wc} ‘ A—1-n
X z+2¢1+z[ N q; q cw| (F5.9¢)

provided that |g/a| < |¢*| < |¢'*"/cw|, which guarantees that both non-
terminating series are convergent.

When ¢ — 1, we write down the transformation for ordinary hypergeometric
series (14+n+R(a —c) <1 < R(w)):

a, 2,y ny+xy, ne+x, ---, n£+x2’1
C, w+ z, X1, x2, T Ty

t+2H2 1y [

L
= Fll_a7caw+zal_21H('rk_z)nk

w,c—z,1—a+z e (Tk)n,

1—c+ 2z, {1—|—z—x,{} ‘1]

o« o 1—w,
201+ 1—a+ 2z, {1+z—xm—nﬁ}

In particular, putting n = 0 and then evaluating the 5¢1-series by the Gauss
summation theorem, we recover the well-known Dougall formula:

a, b -
2H2[c, d’l} =

provided that R(c+d—a—b) > 1 for the convergence of the bilateral series.

r l—a,1-0b,c,d,c+d—a—b—1
c—a,c—b,d—a,d—>b
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F5.4. Bilateral basic very-well-poised summation formula. The par-
tial decomposition method can further be applied to derive the following
bilateral very-well-poised summation formula (Chu, 1998).

For complex numbers a, b, ¢, d, and {zy, yk}izl satisfying xzpyr = aq'tm*
(k=1,2,---,¢) with {ng}%_, being nonnegative integers and n = Zi:l Nk,
there holds

¢ q\/ﬁ,—q\/a, b7 c, d7 a/d7 {xlﬁ yk}
6oL \/av _\/aa qa‘/ba qa/c, qa/da C]d; {qa/xkvqa/yk}

q; qll:al (F5.10a)

[(b q, qa, Q/a7 qa/bd7 qa/Cda qd/ba qd/C ’ 1 (F510b)
qa/d, qd/a, qd, q/d, q/b, q/c, qa/b, qa/c
0
g F5.10
< (a/d) kl:Il [qa/xk, ga/ys 1], (5-10c)

provided that |¢'~"a/bc| < 1 and the bilateral series is well-defined.

Proor. Consider the meromorphic function of complex variable z defined
by

|4, ¢, a, q/a, qa/bz, qa/cz, qz/b, qz/c ’
””‘lwwm%wmmmwmmm (F5.11a)
- qz/xk, qz/y
n k> k
. F5.11b
X (a/z) 1£I1 [qa/mk7 40/ yr ‘QLk ( )

We can check without difficulty that F'(z) satisfies the multiplicative re-
flection property F(z) = F(a/z). It has simple poles z = ¢/ and z = ag’
(7 =0,£1,42,---) with residues

. ¢

%}J b, C ’ Tk, Yk ‘ F5.12

{bc {qa/b,qa/c ! jkl;[l qa/zx, qafye 1], (F5.122)
. {_qj(1+n) at z =g

+ag? 7 at 2z =agd. (F5.12b)

Write |a| = |¢|* and A = € (mod 1). Denote by §,, and 9,, the circles with
the center at the origin and radii |¢|™*(1+9)/2 and |q|~™*+(1+9)/2 respec-
tively. It is clear that there is no pole of F(z) passing through 6, or O,.
Then the residue theorem (cf. [58, §3.1]) states that

E@+mequ: 1/8th<t>dt F5.150)

z T(T — 2) 2mi (t —2)

- 2;, /5 i (f (_t)z)dt (F5.13b)
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where the summation runs over all poles {7} of F(z) between contours d,,
and 0,,. For sufficiently large m, we can estimate that

F(t —mA(1=€)/2  p mmAA=) /20 ]
/ 0 g = O{Q—mnlq A “q }(F5.14a)

5 t(t _ Z) q7m+(1fe)/27q7m7(1+e)/2a

4m

= 0 {(ql_”a/bc)m} (F5.14b)

F(t —m+(3+€)/2 —m+(B+e)/2 /o | ]
/ ®) dt = O {qm_m” [q /b / q } (F5.14c¢)
o)

mt(t o Z) q—m+(1+e)/2’q—m+(3+e)/2 /a

4m

= O0{(¢" ™a/bc)"}. (F5.14d)

Note first that for m — oo, both integrals displayed in (F5.13a-F5.13b)
tend to zero under condition |¢!™"a/bc| < 1. Write then the residue-sum
displayed on the left hand side of (F5.13a) explicitly

s[F(e)].e, _ N~ [0 1[0
s e = § 2y [kl T [ ]

aqj(l_n) j(14n)
X{aqj(aqj—z)_ qﬂ—z}

where the difference of two fractions in the last line can be simplified as

ag/(ag/ —z) q (¢ —z)  z2(1—¢2)(1 —q¢ia/z)

We can therefore reformulate the limit of integral-sum (F5.13a-F5.13b) as
the following bilateral series identity:

F(z)(l—z)(l—a/z) B i’f 1—2z 1—a/z [ b, ¢ ‘q]

l1—a B j:_ool—qu 1—¢ia/z |qa/b,qa/c

—n

1—a%g <& ¢ 4
y qgra H Tky Yk ‘q { a}
1—a L |qa/zy,qa/yk be

where the bilateral series on the right converges under the same condition
l¢t"a/be| < 1.

Replacing z by d, we see that this identity becomes exactly the basic very
well-poised bilateral hypergeometric formula (F5.10a-F5.10b). Unfortu-
nately, this very well-poised evaluation is not a proper extension of (F5.1),
even though we have expected that. 0
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Remark When n = 0, we recover from the formula (F5.10a-F5.10b-F5.10c)
a special case of Bailey’s bilateral gipg-series identity (|qa?/bede| < 1):

6¢6 _Q\/a, _Q\/Ea ba C, d’ € ’ q; an
L \/av —\/E, qa/bv qa/c, qa/dv qa/e " bede

¢, qa, q/a, qa/be, qa/bd, qa/be, qa/cd, qa/ce, qa/de ‘
| qa/b, qa/c, qa/d, qa/e, q/b,q/c,q/d,q/e, qa’ [bede

F5.5. Ordinary hypergeometric counterparts. For ¢ — 1, we derive
from the limit of the last bilateral basic hypergeometric series identity the
ordinary hypergeometric summation formula.

For complex numbers a, b, ¢, d, and {zy, yk}ﬁzl satisfying the condition
zr+yr = 1+a+mng (k=1,2---,0) with {n;},_, being nonnegative
integers and n = Zizl nk, there holds

2[+5H5+2£ I+ %7 b7 ¢, d, a— d’ {l’k, yk}

%, l14a—b, 14+a—c, 1+a—d, 1+ d, {1+a—mk,1+a—yk}

. J4
sinma wd m(a —d) H[l"*_d_xk’l_{_d_yk] (F5.15Db)

ma sinwd Sinﬂ'(a—d)k l+a—og, 14+a—yg -

’ 1} (F5.15a)

=1
o r 14+a—0, 14+a—c, 1—0, 1—c
l+a—b—d,1+a—c—d,1—-b+d,1—c+d

provided that n + R(b+ ¢ — a) < 1 and the bilateral series is well-defined.

} (F5.15¢)

The Chu-Karlsson-Minton formulae (F5.7-F5.8) may be regarded as its limi-
ting case of a — oo after replacing ¢ by 14+ a —c. When n = 0, it reduces
to a special case of the Dougall formula (cf. [56, §6.1]):

1+ 3, b, c, d, e

5H5[ ¢ l1+4+a-b l+a—c l+a—d, 1+a—e 1_ (F5.16a)
_ l+a—b,14+a—c, 1+a—d, 1+a—e |

= P{l—i—a—b—c,1+a—b—d,1—i—a—c—d,1_a_ (F516b)
1_b71_071_d>1—€,1+2a—b—c—d—e_

F{1+a—b—e,1+a—c—e,1—|—a—d_e’1+a_ (F5.16¢)

where R(1+2a—b—c—d—e) > 0.






CHAPTER G

The Lagrange Four Square Theorem

Representing natural numbers as sums of squares is an important topic of
number theory. Given a general natural number n, denote by ry(n) the
number of integer solutions of Diophantine equation

n:x%+x§+---+x§
which counts the number of ways in which n can be written as sums of /¢

squares. In /-dimensional space, r¢(n) gives also the number of points with
integer coordinates on the sphere.

When 7 is odd, the problem is very difficult. However for the even case,
the problem may be treated in a fairly reasonable manner. Combining
Ramanujan’s 1¢1-bilateral formula with the Jacobi-triple product identity,
we present solutions for the two square and four square problems. The six
and eight square problems are dealt with similarly by means of Bailey’s
bilateral gyg-series identity.

G1. Representations by two square sums

When ¢ = 2, the result may be stated as the following ¢-series identity
—+00 ) 2 [e'e) qk

and the corresponding formula for the numbers of representations by two
squares

ro(n) = 4 Z (-1)° = 4 Z (_1)(3)

(142¢) | n 2 fd|n

PROOF. According to the Jacobi triple product identity
o0 ) 400 .
oo = Y 1B (" = [¢%—a,—q ],

n=—oo n=—oo
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we have shifted factorial product expression
+o0 23 2 5
{ > g } = ¢ —¢—¢ &),
n=-—oo
which can be reformulated by means of the Euler formula as

R T U e T i P
7~ —a 4 ¢, —¢% —a% 2]

Recalling Ramanujan’s j1;-bilateral series identity

" {Z }q; Z} _ {q, c/a, az, qfaz M

¢, ql/a, =z, claz

+oo ) 2 1
{ Z q" } = 191 {_qz ‘ ¢ Q]

= 1+ Z { 7 q k + ((__12;.qz2)

7 q?)

Noting further two relations on shifted factorial fractions:

(L) (L¢P o
(%) -k (=2 ¢k
-L*e 2
(—¢%:¢®)r  1+g2*

we find the following simplified expression
foo N2 ok
(X ) =1 i
n=-—00 k=1
Extracting the coefficient of ¢, we establish

k

ra(n) = [q"]{”‘*;gfﬁ}

= [{1+4) 3 (-ymgrarem
k=1m=0
= 4 Z

(142m)|n

-k _
q k}
—k

This completes the solution of representations by two square sums.
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G2. Representations by four square sums

The Lagrange four square theorem states that every natural number can
be expressed as sum of four square numbers. More precisely, we have the
following g-series identity

and the corresponding formula for the numbers of representations by four
squares

ra(n) = 8 Z d = r4n)>1 for n=1,2.--

Its demonstration is similar to that for the case of two squares. Based on
Ramanujan’s bilateral sum, we have the following limiting relation

(e -l 5

4 9) s=—al+q/z -4 % q/z
= 1i ;2
Jim 1+ 1¢1 [ ‘ q 1

M ql—i-q/z{ Z i%zn}

= lim
nl

= llm 1+
Reformulating the last sum as

— 2(q/2)" —2(q/2)"(1+q") 2(¢*/2)"
;1—|—q" - nz::l{ 14 q™ B 14 g }
2q/z i 2(q%/2)"

1—q/z — l+q"

we may compute the limit explicitly as
4 o
(¢ q) 2 (1+4q/2 on 2 }
N7 IO = hm _|_ 1 o - n
{(—q; q)oo} . Q1+q/z{1—q/z ;1+qn[ (a/2)*"]

=1
- +Z 1+q
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On the other hand, it is not hard to derive

+o0

S0 = [Paa ?l, = 7((_(];;(1;3’;.

n=—oo

Performing the parameter replacement ¢ — —¢q, we find the following ex-
pression:

00 4
< 2 (—a—9) = 8ng"
{ Z ¢ } - 4 = 1+ Z 1+ (—q)"
S (¢ —q) e q
which is equivalent to the sum for r4(n). In fact, observe that
0 n o0 2k o0 2k—1
ng 2kq (2k — 1)q
1+8 — = 1+8 8 .
N DR R S
n=1 k=1 k=1
Noting that
qu2k B 2k(q2k . q4k) _ qu2k 4k’q4k
1+ ¢2F o 1 — g4k o 1— g2k 1 — g4k

we have

148 — = 1438 .
2 Ty kz_ll—qk
4 Jk

Extracting the coefficient of ¢", we therefore have

ra(n) = [qn]{uski;%}:[q"]{1+8iiqum} =83k

k=1m=1 k|n
4 fk 4 fk 4 Jk
This completes the solution of representations by four square sums. U

By means of Bailey’s bilateral gis-series identity, we now investigate the
representations by six and eight squares.

G3. Representations by six square sums

There hold the following g-series identity

28 (=¢; —q)o0 \ © >~ n2g"
q } = {7} — 1416
{n;oo (¢ —@)oo ; 1+ g%
o0 (1+2n)2q1+2n
— 4) (-1 pemEeT

n=0
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and the corresponding formula for the numbers of representations by six
squares

= 16)  d’x(n/d)—4)  d’x(d)

d|n d|n

where the quadratic Dirichlet character x(d) is defined by

—|—1, d =4 —|—1
X(d) = —1, d =4 —1
O, d =9 0.

The proof will be fulfilled in three steps.

G3.1. Recall Bailey’s very well-poised non-terminating bilateral series
identity

w _qa1/27 _qa1/2, b’ c, d’ e ‘ . qa2 -
OVO a2, —al/?, qa/b, qale, qajd, qaje| ™ bede

[q, qa, q/a, qa/bc, qa/bd, qa/be, qa/cd, qa/ce, qa/de‘
| qa/b, qa/c, qa/d, qafe, q/b, q/c, q/d, q/e, qa®bede 19|

provided that |qa?/bede| < 1.

Specifying with b =c=d = —1 and e — 00, we may restate it as
(4; D oo(a/ a5 9) o0 (qa; C_l 1 i o 1 — q kg ( 1; q)%3 q(l«gk)
(=4 02 (—qa; )%, l—a (—qa;q);

_ 2k —1:0)3 _
+Za72k1 g *a ( 7Q)—kq(12"’)

1—a (—qa;q)*,

00 14k

q( ) ok ok 142k (—L 0}

- 1—a{(a S )(—qa'Q)3
k=1 11k

3

ok & 14k (—1/a;q)3
(gt —a™) (—q;0)3 J



110 CHU Wenchang and DI CLAUDIO Leontina

Letting a — 1, we can compute, through L’Hospital’s rule, the limit of the
summand as follows:

1— g2 iem ((1+ 2k)g2F — 2k g
87qq<zk>{< )4 3y L

(1+4¢*)? 1—g* —1+q
LA AR) — ke _3k_1 ¢’
1 — g2k = 14+ ¢
1+k
4q( 2 )+k
_ m{6 — (1 —2k)¢* — (1 +2k)g~ ’C}

Therefore we have found the expression:

1+k)+k

{((_qﬂ} 1+4Z { — (1= 2k)q" — (1 +2k)g ™"},

¢ Q) oo

G3.2. Denoting the last sum with respect to k by &(g) and then recalling
the binomial expansion

k o L /¢
e - (e

(=1

we can manipulate &(q) in the following manner:

(5
q p—
&(q) = kz m{b‘ — (1= 2k)¢" — (1 +2k)g ™"}
k=1 6:1

_ Z Z 1+e{ ( + €>+(1_2k)( 14 >+(1+2k)(2 + B) }q(lgk)Me_
2 2 2
k=1 4=
Rewriting the g-exponent by

<1+k

o)kt = %{k(1+2£+kz)}

and then simplifying the binomial sum

6(1_2'_€>+(1—2k)<§)+(1+2k)<2;€>

= (1420 x (1 +2k+20) = (1+k+ 202 — k>
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we can split &, according to the parity of k, into two double sums:
o 00 ”_
&) = > Z(—1)1+€{(1 k4202 - k?}q( £*) ke (G3.1a)

>
I

+ I
M2 T[]¢

e
I

,_.
~
Il

[y
~

,_.
o~
I

NERNNGE:

o

o

o

(=) (1 + 2k +20)% = (2k)? pg" 07220 (G3.1b)

(~1)1 {2k + 202 = (2K = 1)2 pg*HOEED (G3.10)

G3.3. Putting n:= k + ¢ and then applying the geometric series, we can
reduce (G3.1b) as follows:

Eq(G3.1b)

Eq(G3.1c)

+

WK

(=) R (1 4 2n)2 — (2k)2 FgPOH2)
o J

n

n

(_1)1+n(1 + 2n)2 Z(_l)qu(1+2n)
1 k=1

(_1)k(2k)2qk: Z(_l)annk
n==k

NgERANgE:

hE

e
Il
—

oo

Z %{(_1)nql+2n _ q(1+n)(1+2n)}
1+ qgtt=n

n=0
2k :
k=1 1+ q

> 2 1)1+n_k{(2n)2 — (2k — 1)2}qn(2k—1)
k=1n=k

Z( 1)1+n(2n)2q_”2(_1)kq2nk

n=1 1

i(—l)k(% — 1)2 i(_l)nqn@kl)

k=1 —

— (2n)? S

;::1 1_|_q2n{(_1) q" — "t )}

io: (2k —1)° 421,
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Their combination leads us to the following:

&(q) = Eq(G3.1a) = Eq(G3.1b) + Eq(G3.1c¢)
o0 1+2n o0 2. n
n_ 4 2 n T4
= —1)r— (142 4 1)t —.

Replacing g by —¢q, we have finally established the g-series identity:

{ i qn2}6 _ {(_q; _Q)oo}6 1 aa(q)
W (¢ =)o
oo n2qn oo (1 + 2n)2q1—|—2n
= 16 —4 1" .
ngl 1 + q2n 7;)< ) 1— q1+2n

Extracting the coefficient of ¢, we get the formula for r¢(n) stated in the

Theorem. This completes the solution of representations by six square sums.
O

G4. Representations by eight square sums

Following the same procedure to the last section, we can also show the eight
square sum theorem. But the proof is much easier this time.

The theorem states that there hold the g-series identity:
(4 =)

{ Z qn2}8 _ {(_(J; —q)oo }8 _ 1+16§::1 lf?q_nq)n

and the corresponding formula for the numbers of representations by eight
squares

rs(n) = 16 (=1)"""d°.
d|ln

The proof is divided into two parts.
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G4.1. Putting with b = ¢ = d = e = —1 in Bailey’s very well-poised
non-terminating bilateral series identity, we can write the result as

(43 @)oo (/a3 @) (903 0) 2 1= (~10)% o,
(90%; @)oo (—q; 92 (—qa; ¢)4, +Z 1—a (—qa;q) 7(qa”)

1_q2kza l'q) o1
+Z l1—a (—qa;q)*, (qa)

q (-1;9)}
:1+Zl_a{(a2k_q2ka1+2k) D
k=1

(—qa; q);
+ (q2ka2k _ a1+2k) (( 1/‘1:])) }

Letting a — 1, we can compute, through L’Hospital’s rule, the limit of the
summand as follows:

1-¢® [(1+2k)¢* -2k &K ¢

(1+qk4 1_q2k 1211+q1
+(1—i—2kz)—2k‘q2k 4"’21 ¢
1 — g — 1+ ¢
16q2k 3
(14 ¢*)*

Therefore we have found the expression:

; 8 > 2k
(Cre) =Xl o)

G4.2. Denoting the last sum with respect to k by <{>(¢) and then recalling
the binomial expansion

q** °° 140
1+d)7 >y e

£=2
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we can manipulate {>(¢q) in the following manner:

Olg) = i(liiqw{ﬁl—q’“ —q’k}

(e e

(i () (3

(] I1]
\g

NE

k=1 t=1
_ b _1)¢pB gkt — - _1)¢ ¢ /3
DY) YEILIESD S
k=1 /(=1 =1 q

where the following binomial sum has been used

() () (557 =2

Now replacing ¢ by —¢q, we derive the g-series identity:

(£ - () - oo
_ 1+16§11_"?q_nq)n

Extracting the coefficient of ¢, we get the formula for rg(n) stated in the
Theorem. This completes the solution of representations by eight square
sums. 0

G5. Jacobi’s identity and g-difference equations

Among g¢-difference equations, there is a beautiful result due to Jacobi
(1829), which will be proved and generalized in this section.

G5.1. Jacobi’s g¢-difference equation. The identity on eight infinite
products states that

8 8 8
(¢ ) — (¢ ¢*), = 16q(—d* ¢*)_
which has been commented by Jacobi (1829) as “aequatio identica satis
abstrusa”.

Its proof can be fulfilled by means of the Jacobi-triple product identity and
Lagrange’s four square theorem.
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In fact, multiplying both sides by (¢?; qQ)io and then noticing that
+o0

e ad], = Y )"

we can reformulate the eight product difference equation as follows

2‘127“4 +2m)q { Z qn(n+1)} = q) sa(n) ¢’
n=0

m=0 n=—oo

where s4(n) is the number of integer solutions of Diophantine equation

. 1+ 1+ 2o 1+ x5 14 x4
N G e G R G R G
which counts the number of ways expressing n as sums of four triangles. It
is equal to the number of integer solutions of Diophantine equation

448n = (142x1)* + (14 222)% + (14 223)% + (1 + 224)°.

The last one is in turn the number of odd integer solutions of Diophantine
equation

4+8n = yi+ys+yityd
whose integer solutions enumerated by r4(4 + 8n) may be divided into two
categories: odd integer solutions counted by s4(n) and even integer solutions
by r4(1 4+ 2n). Therefore we have

sa(n) = ra(4+8n)—r4(1+2n) = 2r4(1l+ 2n)

which leads us to Jacobi’s g-difference equation.

G5.2. Theorem. Generalizing the Jacobi g-difference equation, we prove,
by combining the telescoping method with bailey’s bilateral gig-series iden-
tity, the following theorem due to Chu (1992).

For five parameters related by multiplicative relation A% = bcde, there holds

(A/b; @)oo (A/ € @)oo (A d; @)oo (A €5 q)oo (G5.1a)
(03 @)oo (63 @)oo (ds @)oo (€5 Q) c (G5.1b)
= b(A;q¢) 0 (A/b¢; Q)0 (A/bd; q) oo (A/bE; q) oo (G5.1c)
where the g-shifted factorial for |g| < 1 is defined by
(@)oo = [[(1—2¢") and (#50)0c = (#50)00 X (¢/7; @)
n=0

This identity reduces to Jacobi’s equation under parameter replacements

g—q¢*: A=—¢> and b=c=d=c=—q.
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PRrROOF. Define the factorial fractions by

T b, c, d, e ‘
FOTO|AM, Afe, A, Aleld]

It is trivial to check factorization

(1—¢"A/b)(1 = ¢"AJc)(1 — " A/d)(1 — ¢" AJe)
— (1=¢"b)A—=d"e)(1 - ¢"d)(1 — ¢"¢)
= bg"(1 — ¢**A)(1 — A/bc)(1 — A/bd)(1 — A/be)

which leads us to the following difference relation:

To—Top = | 7 . y | ‘
k k+1 qA/b, qAjc, qA/d, qA]e ¢ k

{ (1—q"A/b)(1—q"A/c)(1—" A/d)(1—q" A/e) }
—(1—g*b) (1—g*c) (1—q*d) (1—qgFe)

© I —Ab)(1—Afo) (1 — AJd)(1— Ae)
b, c, d, e
[qA/b, qA/c, qA/d, qAle ‘ QL
" ba*(1 — ¢**A)(1 — A/be)(1 — A/bd)(1 — A/be)

(1-A/b)(1—A/c)(1 - A/d)(1—Afe)
Reformulating the last relation as
1— qQkA [ b: ¢, d7 € ’ ] k
1—A |qA/b, qAlc, qA/d, qAjel ] 1

1— A/b)(1— AJc)(1 — AJd)(1 — Afe)
1— A) (1 — A/be)(1 — A/bd)(1 — A/be)

= {Tp - Tk+1}bi

and then applying the telescoping method, we derive the bilateral finite

summation formula:

n—1 1— qQkA b, c, d7 .
];nﬁ {qA/b, qAje, qAjd, qAle ‘ Q]qu (G5.2a)
 (I-A/)(1—-A/e)(1—-A/d)(1—Ae) n—1
~ b1 A)(1 - A/be)(1 — A/bd)(1 — Afbe) k;n {Tk = Tisa} (G5.2b)
(1—A/b)(1—Afe)(1— AJd)(1— Ale)
~ (1 — A)(1 — A/be)(1 — A/bd)(1 — AJbe) {Tn - T0}. (G5.2¢)
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Recalling the definition of T} and keeping in mind of A% = bede, we have

I R R

n— 400 L A/b, A/C, A/d, A/e

. b, c, d, e
i T =l [A/b Ale, AJd, A/e”

— im lqb/A, qc/A, qd/A, qe/A‘ 1
q/b, q/e, q/d, qfe |7]
[qb/z‘l, qc/A, qd/A, qe/A‘ ]
q/b, qfc, qfd, qfe |7| -

Now letting m — —oo and n — 400 in (G5.2), we get a closed formula for
the non-terminating bilateral convergent series:

oVA, —qVA, b, ¢, ‘ , ]
VA, —VA, qA/b, qA/c, ¢A/d, qA/e B
_ (A-A/b)(A—A/e)(1—A/d)(1— Afe)
b(1 = A)(1 — AJbe)(1 — A/bd)(1 — A/be)

ab/A, qc/A, qd/A, qe/A
{| g

m—-+o00

66 [

q/b,  qfc, q/d, qfe

| b c, d, e ’
Ay, Afe, AJd, Afell] |
Alternatively, the last bilateral sum can be evaluated by Bailey’s gg-series
identity with A% = bede as follows:

s _qu/Q, —qu/Q, b, c, d, e ’ . qu
OVO L Av2 —AV2 qA/b, qAfe, qA/d, qAje | bede

[qA, q/A, qA/be, qA/bd, qA/be, A/ cd, qA/ce, A/ de ‘
qA/b, qA/c, qA/d, qA/e, q/b, q/c, q/d, q/e

Equating the right members of both results, we get the following relation:
b A, q/A, A/be, AJbd, A/be, qA/cd, qA/ce, qA/de ‘
Afb, Afe, Ald, Afe, a/b, afe, a/d, qfe e
B qb/A,qc/A,qd/A,qe/A’ b, c,d, e ’
L a/ba/e q/d, qfe  [A/b Ae, A/d Afe |

which is equivalent to the g-difference equation

b (A; @)oo (A/b¢; @)oo (A/bd; q) oo (A/DE; q) oo
= (A/b; q)oc (A/C Q)0 (A/d; @) (A]€; @)
— (05 @)oo (€5 @)oo (d; @)oo (€5 Q)0
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This proves the g-difference equation stated in Theorem G5.2. U

G5.3. A trigonometric identity. The discovery of Theorem G5.2 has
been inspired by the following interesting fact. Given five parameters related
instead by additive relation 2A = b+ ¢+ d + e, it can be verified that

(A=b)(A—c)(A—d)(A—e) — bede = A(A—b—c)(A—b—d)(A—b—e).
Surprisingly, it is also true even if we replace each linear factor with its sine
function:
sin(A—b) sin(A—c) sin(A—d) sin(A—e) — sinb sinc sind sine
= sinA sin(A—b—c¢) sin(A —b—d) sin(A—b—e).
The g-difference equation displayed in Theorem G5.2 may be considered as
the g-analogue of this trigonometric identity.

According to the factorial fraction

(T3 @) 1—uz ﬁ (1—q"z)(1—q"/x)

I-a)e 9k  1-aq;% (1-qm)?
we have the following limit relation
x. 1— 1 _ 'rL—i—w 1 _ . n—x
i 47 Do T H q ")
=1 (1-q)(g; 9% =1 1—¢q 1—q )?

_ ﬁ{l_—} _ smgrmc)'

Replacing first b, ¢, d, e respectively by ¢°, ¢¢, ¢¢, ¢° in the g¢-difference
equation stated in Theorem G5.2, then dividing both sides by (1—¢)*(q; ¢)%,
and finally letting ¢ — 1, we get the following trigonometric formula:

sinTA sinm(A—b—c¢) sinm(A—b—d) sinw(A—b—e)
= sinm(A-b) sinm(A—c) sinm(A—d) sinm(A—e)
— sin7b sin7e sinnd sinmwe, (b+c+d+e=2A)

which is the equivalent form of the trigonometric identity to be proved. [J



CHAPTER H

Congruence Properties of Partition Function

Congruence properties of p(n), the number of partitions of n, were first
discovered by Ramanujan on examining the table of the first 200 values of
p(n) constructed by MacMahon (1915):

p(bn+4) = 0 (mod}5)
p(Tn+5) = 0 (mod?7)
p(1ln+6) = 0 (mod11).

In general, if B is a prime, then the congruence with some fixed v € N
p(Bn+~) =3 0 forall neN

is called the Ramanujan congruence modulo . Ahlgren and Boylan (2003)
confirmed recently that the three congruences displayed above are the only
Ramanujan ones.

There exist other congruences of partition function, but non Ramanujan
one’s. For example, the simplest congruence modulo 13 recorded by Atkin
and O’Brien (1967) can be reproduced as follows:

p(1331 x 13n+237) = 0 (mod 13).

In order to facilitate the demonstration of the three Ramanujan congru-
ences, we will first show the following general congruence relation about the
partition function.

Congruence Lemma on Partition Function: Let 8 be a prime and
an integer. Define the p(m)-sequence by

p(m) = [¢"] {qﬁ_”(q; q)ffo_l}

If all the coefficients p(Bm) for m € N are multiples of 3, then there holds
the corresponding Ramanujan congruence, i.e., p(Bn+ ) are divisible by (
for alln € N.
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PRrROOF. Writing x =g y for congruence relation x = y (mod (), then we
have the binomial congruence

Gy E R

By means of binomial expansion, we can derive congruence relation

1—¢° B—1+k\ 4
—— = (1-¢") q
(1—4q)8 2( B—1 )
=3 (1-¢")> ¢ =1
k=0

Therefore we have accordingly the formal power series congruence

8. o8 B. oo
L (d% g ¢’; q
P Do ooy, gy )ﬁ)oo

(¢ @)oo (45 @)oo

H 1—¢")"~" (mod p)

which implies consequently the following congruence relation

B. ob
o(Bm) = [ﬁm}{qﬁ_V%} (mod 8) for m € N.

According to the generating function of partitions and the Cauchy product
of formal power series, we get the following relation

pion+2) = [0 {a oy T -d))

_ [qb‘(lJrn)}{qﬁvq’q oo/qu }
= Spen-m i G}

m=
1

p(l +n—m) p(Bm) (mod f).

m=0

Hence p(fn + =) is divisible by [ as long as all the coefficients p(fm) for
m € N are multiples of #. This completes the proof of the congruence
lemma. 0J
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By means of this lemma, we will present Ramanujan’s original proof for the
first two congruences and the proof for the third one due to Winquist (1969).
In addition, the corresponding generating functions will be determined for
the first two cases.

H1. Proof of p(5n+4) =0 (mod 5)

There holds the Ramanujan congruence modulo 5:

p(bn+4) = 0 (mod 5). (H1.1)

In view of the congruence lemma on partition function, we should show that

4 are

the coefficients of ¢°™ in the formal power series expansion of ¢(q; q)%,

divisible by 5 for all m € N.

By means of Euler’s pentagon number theorem and the Jacobi triple product
identity, consider the formal power series expansion

9 9 = a][a-¢]]A-¢"?
m=1 n=1
+oo +o0 ) )
= 30 () (4 20) g RO,
i=0 j=—o00

In accordance with congruences

0, ]{5550

1, ]{EE51

(k+1): 3 k= 9
) - ) =5

1, ]{3553

0, ]{7554

\

it is not hard to check that the residues of g-exponent in the formal power
series just-displayed

5 (14 1+
e (50 (027)

modulo 5 are given by the following table:
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j\i[0]1]2]3|4 From this table, we see that if the ¢-
0 [1]214|2]|1 . 141 147
Tttty eeeen i+ (C 5 )+ (057)
2 |314111(141|3 is a multiple of 5, so is the coefficient
311124 12]1 1424, which corresponds to the only
4 1213032 case ¢ =5 2 and j =5 4.

We can also verify this fact by reformulating the congruence relation on the
g-exponent as

2

= sfie e (1) (1)

=5 (142024 2(1+75)>%

0 = 1—1—j2+<1+2> (1+j>

This congruence can be reached only when

(1422 =50 = i=52
214+ 5)*=0 = j=54

because the corresponding residues modulo 5 read respectively as

(142i)*=50,1,4 and 2(1+5)*=50,2,3.

Therefore the coefficients of ¢> in the formal power series expansion of
q(q; ¢)%, are divisible by 5. This completes the proof of the Ramanujan
congruence (H1.1).

H2. Generating function for p(5n + 4)

Furthermore, Ramanujan computed explicitly the generating function:

> pBn+4)q" = 5% (H2.1)

About this identity, Hardy wrote that if he were to select one formula from
Ramanujan’s work for supreme beauty, he would agree with MacMahon in
selecting this one.

The proof presented here is essentially due to Ramanujan.
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H2.1. Let p:=¢"/® and w be a 5-th primitive root of unit w = es VI

Recall the generating function of partitions

qZp

(q,
Replacing ¢ by qw® and then summing the equations with k over 0 < k < 4,
we have
4 qu}k o'} 4
— p(n)qn—i—l wk(n—i—l).
2 .~ 2" Y
It is not hard to verify that
4
0, 1=50
S ey _ [5 ne1=s o
=0 0, n-+1 7_é5 0

where the last line is justified by the finite geometric series

L 1 — wS(n—i—l)
Zw (") = ——— 5~ provided that n + 1 #; 0
— wn

Specifying n + 1 with 5m + 5, we have

oo

4
1 quw”

5 4 5m+5 —_
mzop( m +4)q 5 ];:0: (quk; qu)

Replacing g by p := ¢'/°, we can reformulate the last equation as

[e%¢) 1 4
S pm4 4" = = ——— (H2.3)

H2.2. Inorder to evaluate the sum displayed in (H2.3), we first show that:

5. .5 . 1
(PsP)oo Ap—1-p/A
where A is an infinite factorial fraction defined by
% &5 )

A=
4, ¢* ¢°]

(H2.5)

Recall the Euler pentagon number theorem:
“+o0

PP = Y. (—1)Pp" T

j=—00
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It is easy to verify that the pentagon numbers admit only three residue
classes modulo 5:
0, j=0,-2 (mod 5)
=< 1, j=-1 (mod 5)
2, j=1,2 (mod 5).

JB3i+1)
2

We can accordingly write
(p;p)es = A—pB — p*C. (H2.6)

The coefficients A, B and C can be individually determined by means of
Jacobi’s triple and the quintuple product identities.

A-Coefficient: Specifying the summation index j with 55 and —2 — 57,
we can compute A, by means of the quintuple product identity as
follows:

+oo . . A
A = Z (_1)j{p53(1523+1> +p<5g+2><215;+5>}

j=—o00

400
SR Ll

j=—o0

25 5 20 25}

= [p*®, 0", —p*p 3 p;

olp »™]

oo
= [, —¢.—d% ") _[d" d% "]

B-Coefficient: It can be evaluated through the Jacobi triple product
identity as follows:

™= (55—1)(155—2) I> ; .
B o= pt Y (W = Y (e
Jj=—00 Jj=—o0

_ [p75’p25’p50;p75}oo _ [q15, &, ' qlﬂ _ [q5; qs}oo_
C-Coefficient: Similar to the computation of A, we can compute C, by
specifying the summation index 5 with 55 + 1 and 55 + 2, as follows:

—2 o j (55+1)(155+4) (55+2)(155+7)
C = p Z(—l){p T —p 2 }

j=—00
+o0 . '
= 5 ey
j=—00

— [p257 _pl(), _p15;p25] o |:p45,p5;p50} o
= [ ¢ - ") [ 454"

oo’
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In accordance with (H2.6), we find the following relation

Pip)o A 5C
@) B " UB
where the coefficient-fractions can be simplified as follows:
A
5 = [—o-dsa’] x [d"a%d"]
l¢*,¢% 4" ¢% "], _ [ 4% )
4, ¢*5¢°] 4, ¢*:¢°]
C
5 = [~ a5 x [a.4%d7]

444 ¢% ¢%d"°] . o, % d°]

e, (A Aid]

Observing further that

oA B _ e
B C g dh5¢°)

we can reformulate (H2.6) as the following reduced expression

(P; D)oo p?
MOy g 2
(@°:¢°) oo P73
which is equivalent to
P(@°4%)o0 _ 1
(P P) oo Ap—1—p/A

H2.3. For the sum displayed in (H2.3), we then compute the common

denominator:
4

(¢ 9%
(pw*; pu)oe = 122 (H2.7)
kl:[o (4% %) oo
In fact, the general term of the product with index n reads as

- n _ - n, kn\ __ (1_pn)5, TLE50
I1 (-0} = o= = {0700 7220

k=0 p

Therefore we have the following simplified product

4 co 4 o) o)
[ po?)oe =] [T(0 —p"e™) = ] 0 =p"") JJ (2 —p°")°
k=0 n=1 k=0 n=1 n=1
nZs0
Y n " n (Q? Q)6
:H(l_Q)H(l_Q)5 (q5q5§o ) p_q1/5
n=1 n=1 ’ R
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This can be stated equivalently as the product of A-polynomials:

4

1 _ (e%e)
kUO/\/pwk—l—pwk/A kHO pw’“,pw’“ ~ Tl

H2.4. Performing replacement p — pw’ in (H2.4) and then summing both
sides over 0 < ¢ < 4, we have

4 )

pw 1 1
Z . = 15 oo ;:% A (pwf) — 1 — pwf /A (H2.8)

— (' pf)ee (679

For the sum on the right hand side, there holds the following closed form:

- 25 . (H2.9)

Z)\/pwk_l— pwt /X Hizo{)\/pwk—l—pwk/)‘}

Then the generating function (H2.1) can be derived from (H2.3) conse-
quently as follows:

5 9% )5 _ (2°0°)5%
7(¢°:¢°) (:9)% (45 9)8,

H2.5. In order to show the algebraic identity (H2.9), we first reformulate
it as follows:

1
)\/pwk —1—pwk /A

1
; Apwt — 1 — pwt /A o

M»& ==
-

{)\/(pwk) —1- pwk/)\}.

~
Il

0k
k

Yl
SO

If we can show that the last sum on the right hand side equals 25, then the
generating function (H2.1) will be confirmed.
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Surprisingly enough, it is true that the sum just mentioned is indeed equal
to 25:

> 11 {A/ pwt) — 1 —pw’“//\} = 25. (H2.10)

=0 k=
#

I
SO

As the Laurent polynomial in p, we can expand the product

f[{A/ (p*) = 1= pt/A} = S Wi

k=1 r=—4

where {W(k)} are constants independent of p. Keeping in mind that for
each ¢ with 0 < ¢ < 4, the residues of {k + ¢}7_, modulo 5 are, in effect,
{0 < k <4}, we can accordingly simplify the sum displayed in (H2.10)
as follows:

::j%

{A/(pw’“) -1 —pwk/k}

ek
Yl
~O

M- 10
:Hk

(M) =1 = put /)

4

=0 k=1 ppe
4 4 4 4
= DD Wwprw™ = Y W(k)p" ) o™
=0 k=—4 K=—4 £=0
4
= 5W H {)\/ pw”) pwk/)\}.

k=1

Recalling two simple facts about w with w = V-1

4 4
Hwk = +1 and Zwk = —1
k=1

k=1
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we can compute W (0), by matching the powers of p, as follows:

W) = kf[l{A/pw )= 1—pt/A}
= (1)t = (-1 Zw Yok 3w
SR WAREES. DI
=y {(e ) - e

= 1A= D {1241} =

H2.6. Partial fraction method for (H2.9). The algebraic identity (H2.9)
can also be demonstrated by means of partial fraction method.

Define the quadratic polynomial by

dAp) = X =dp—p> = A=A} x {X=X(p)}

where two zeros are given explicitly by

Ai(p) =

wl’@

(1+v5) and Mo(p) = 2(1 —V5).
Then we have the partial fraction decomposition

25\°q
25qgom = N 0] (H2.11a)

2
— > (H2.11D)

Hi:o {)\/pwk -1 —pwk//\}

2 Uy Vy
_ ;{A_Al(pwg)JrA_&(pM)} (H2.11c)

where the coefficients uy, and vy, remain to be determined.
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By means of the L’Hospital rule, we can compute the us-coefficient:

25q)\5{)\ A (pwt)}

T e TR XM X (P = N0
25¢XF (pw") . A — i (pw)
A (p) — A3(p) a=xi(pwt) A5 — A3 (p)
~ Bgh(pwt)  Ai(pw?)
M) —Mp) V5

where we have simplified the difference
A (p) = A3 (p) = 5qV5.
Similarly, we can also determine the v,-coefficient:

25q)\5{)\ A2 (pw )}

T e TR N < M)
250 3(pwf) A= de(pw)
A3(p) — A(p) A—ra(pwt) A5 — A3(p)
_ _Sedalw) __Ae(pe)
Np) -Xe) VB
Combining two summand terms in (H2.11c) into a single one
o _ A Ma(pwf) = da(pw)
A=A(pw?) A= Aa(pwt) V5 P\, pw?)
Apw* 1

T OOl N pwt — 1 — pw/X
we establish the algebraic identity

1 25
;A/pwf—l—pwf/)\ Hizo{)\/pwk—l—pwk/)\}

which is exactly (H2.9) as desired.

H2.7. There exists a polynomial expression of the common denominator
in terms of A:

H (A (pw®) =1 —=pw®/X) = N /q—11 — q/N°.

In fact, replacing A/p by y, we can restate the product as
4

[[w/ —1=u*/y).

k=0
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Noticing that the zeros of the first factor y—1—1/y are solutions of equation
y — 1/y =1 and so solutions of equation

(y—1/y)° =" - 1/y’) =3y~ 1/y) =1
which is equivalent to
y' —1/y° = 4.

Furthermore, these zeros of y — 1 — 1/y are also solutions of equation
(y—1/y)° =y° = 1/y° = 5(y° = 1/y°) + 10(y — 1/y) = 1.
The last equation reads in fact as the following simplified form
g -1y =11

which implies therefore that y° — 11 — 1/9° is a multiple of y — 1 — 1/y.

Noting that y® — 11 — 1/¢° is invariant under y — y/w* for k =0,1,2, 3,4,
we deduce that it is also a multiple of the product Hizo(y/wk —1—wF/y).
Hence we have established the following equation

4

[Tw/e* 1=y =y —11-1/y°
k=0

thanks for the fact that both sides are monic polynomials of the same degree.

H3. Proof of p(7n+5) =0 (mod 7)

There holds the Ramanujan congruence modulo 7:

p(Tn+5) = 0 (mod 7). (H3.1)

According to the congruence lemma on partition function, we should show
that the coefficients of ¢ in the formal power series expansion of ¢2(q; )%,
are divisible by 7 for all m € N.

By means of the limiting version of the Jacobi triple product identity, con-
sider the formal power series expansion
(o.] oo
Pl 9% = SJJa-¢? [ -g?
m=1 n=1

= io (—1)"* (14 20)(1+ 25) #2427
i,7=0
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Observe that the congruence relation on the g-exponent

B 144 14
0:72+<2>+<2>

o (3 (1)
=7 (14+20)? 4 (1+25)?

can be reached only when
(1+2i)*=0 = i=73
(14+2§)*=,0 = j=,3
because the corresponding residues modulo 7 read as

(1+42k)*=70,1,2,4.

The coefficients of ¢"™ in the formal power series expansion of ¢*(g; ¢)%,

therefore divisible by 7. This completes the proof of congruence (H3.1).

are

H4. Generating function for p(7n + 6)

Ramanujan discovered also explicitly the generating function.

= (¢ ¢")3, (¢ "),
p(Tn4+6) q" = T——F= +49g—-75—. H4.1
nz_% ( ) (¢ @)% (¢; 9)5, (H.1)

Following the same line to the proof of (H2.1), we present a derivation of
this generating function, which is much more difficult.

H4.1. Let p:=q'/7 and @ be a 7-th primitive root of unit @ = e7 V=1,
Recall the generating function of partitions

(o)
= ¢ pn)g".

n=0

Replacing g by ¢ww” and then summing the equations with & over 0 < k < 6,
we have

q2
(45 @)oo

S = sy e
= p(n)q" w \Te),
k. ok
k=0 (qw*; qw )00 n=0 k=0
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It is not hard to verify that

6 —
S whnt2) 7, n+2=70 (H4.2)
P 0, n+2#70

where the last line is justified by the finite geometric series

6 1— w?(n—|—2)
Z wh(+2) = ————— Drovided that n +2 #7 0.
— 1 — ot

Specifying n + 2 with 7m + 7, we have

o 2k

6
1 ¢w
7 5 Tm+T
plim +5)q 7 2 (qw*; qw*)

m=0 k=0 o©

Replacing g by p := q'/7, we can reformulate the last equation as

00 1 2, 2k
3" p(Tm +5)g™ = re (H4.3)

7q & (ph; pt)

H4.2. In order to simplify the sum displayed in (H4.3), we show that:

p* (474" oo _ 1 (H4.4)
(P; P) oo A/p* —B/p—1+p’/AB
where A and B are two infinite factorial fractions defined by
2 5 3 .4
q, q 7 q,q 7
A= ’ and B:= ’ } . H4.5
l% q° q Lo lqz, ¢ q N ( )

Recall again the Euler pentagon number theorem:

—+oo

(Pip)ee = 3 (—1Yp 5

j=—o00

It is easy to verify that the pentagon numbers admit only four residue classes
modulo 7:

0, 7=0,2 (mod?7)

j3j+1) 1, j=3,6 (modT7)
2 7Y 2, j=1 (mod 7)

5, j=4,5 (mod 7).

We can accordingly write
(03 p)oo = Co — pC1 — p*Ca + p°Cs. (H4.6)

The coefficients Cy, C1, Cy and C5 can be individually determined by means
of Jacobi’s triple and the quintuple product identities.



Classical Partition Identities and Basic Hypergeometric Series 133

Co-Coefficient: Specifying the summation index 5 with 7n and 7n + 2,
we can compute Cy, by means of the quintuple product identity as

follows:
+oo
C, = Z (_1)n{1+p7(1+6n)}p147(§)+77n
_ [p49,—p7,—p42;,049}oo[p63,,035;p98}00

2 5
_ (7.7 q-, 4 7 — A 7.7
= (¢"1¢") ¢ ¢ |1 = Ax(q";9¢")0-
’ o)

(C1-Coefficient: Similar to the computation of Cy, we can compute C1,
by specifying the summation index j with 7n—1 and Tn+ 3, as follows:

+oo
c, = Z (_1)n{1_|_p14(1+6n)}p147(g)+56n
_ [,049, s _p35;p49]oo[p77’p21;p98]00

7.7 ¢, q' | 7 7.7
= (Q§Q)m[2,5IQ] = Bx(¢"1q")o0-
7%, q -
C5-Coefficient: It can be evaluated through the Jacobi triple product

identity with j =1+ 7n as follows:

+o00o
C, = Z (_1)np147(2)+98n

n=—oo
_ [p147,p49,p98;pl47}00
= [ d" "), = (@54
('5-Coefficient: Similar to the computation of Cy and C, we can evalua-
te Cs, by specifying the summation index j with —7n—2 and —7n — 3,

as follows:
+o0o
Cs = Z (_1)n{1_p7(1+3n)}p147(g)+112n
_ T[L;Lgfo_pm, _10285949}00[/)917p7?p98}oo

= ("N | & q° ’q7 _ (0540
e ¢ - AB

In accordance with (H4.6), we find the following relation

(05 p)oo 9 3
e M Ble—14p7/AD
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which is equivalent to (H4.4):
P00 o0 _ 1
(p3 P)oo A/p*—B/p—1+p*/AB

H4.3. Replacing p — pw’ in (H4.4) and then summing both sides over
0 < ¢ <6, we can express the generating function defined by (H4.3) as

p2w2£

Ta (oot pel)

7(] /=0 (pw y PW )oo

79(q"; 4o =g A/p?*@* = B/pw’ =1+ pPw*/AB

Observing that for each ¢ with 0 < ¢ < 6, the residues of {k +€}2:1 modulo
7 are {0 < k < 6}p¢, we can accordingly reformulate the sum as follows:

1

NE

“ A/p?w? — B/pw’ —1+ p*w/AB (H472)
6 6
- 311 {A/p2w2k _B/pwt — 1+ p3w3k/AB} (H4.7b)
£=0 k=0
kA
6
+ H {A/p2w2k — B/pw® —1+ pgwgk/AB} (H4.7¢)
k=0
6 6
= 311 {A/p2w2k ~BJpw* —1+ p3w3k/AB}‘  (H4.7d)
(=0 k=1 ppe
6
+ H {A/p2w2k — B/pw® —1+ pgw?’k/AB}. (H4.7e)

il
o

Let “nn” and “dd” stand for the sum and the product displayed in (H4.7d)
and (H4.7e) respectively. We shall reduce these algebraic expressions and
find a functional equation between them.

H4.4. As the Laurent polynomial in p, we can expand the product dis-
played in (H4.7d) as follows:

6 18
H {A/pQWQIC — B/pw* —1 +p3w3k/AB} = Z U(k) p~
k=1

k=—12
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where {U(k)} are constants independent of p. The sum displayed in (H4.7d)
can be accordingly reduced to

H {A/pzw% — B/pw"® —1+ p3w3k/ABH

=

B

i
M@

(=0 k=1 p=pet
6 18 18 6
— Z Z U(Ii) pn w.‘d _ Z U(/i) p.‘-c Z w/@f
=0 k=—12 k=—12 £=0

= U +qUu(n) + ¢ UT) + q2U(14)}.

Similarly, we expand the denominator “dd” as a Laurent polynomial in p:

6 21
H {A/p2w2k —B/pw® -1+ pgwgk/AB} = Z V(k) p~.

k=0 k=—14

Noting that the product is invariant under replacement p — pw’ with £ € Z,
we can reduce the expression to following:

dd :

H {A/p2w2k — B/pwt —1 +p3w3k/AB}
k=0
V(0)+qV(7)+ ¢ 'V(=T)+ ¢*V(14) + ¢ ?V(=14) + ¢’V (21).

Analogously to the reasoning on the determination of the W (0)-coefficient
in the proof of the generating function (H2.1), one can respectively compute
(manually or by computer algebra) the coefficients for numerator

Uy = 8+3%2 —4% (H4.8a)
U = - Af’Bg - AZLB (H4.8D)
U(-7) = AB®— %f +3A°B +4A°B? (H4.8c¢)
U(14) = ! (H4.8d)

A5 B4
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and the coefficients for denominator

A

14
V(7) = &g

A4
V(=7) = T - 14A’B® —7AB® — B”

7
Va4 = -
V(-14) = A"
1

They lead us to the polynomial expression for numerator

6 6

Z H {A/pQWQk — B/pz* —1 +p3w3k/ABH
=0 k=1

{ B? 4 A q

nn

~

q
—4= -3 —4
A B2 "A2B® A%B

ABS  A*  _A3B  A?RB q2}

222 43 4
R R e Ry -0

and the polynomial expression for denominator

6
dd = H {A/p2w2k — B/pw® -1+ psw?’k/AB}

k=0
A q Al A2B?
= —-8+14—+14 T— — 14
* B2 * A3B * Bq q
AB5 B7 2 A? 3
G S5 ST
q q ASpEt T 2 AT

p—pwot

(H4.9a)

(H4.9b)

(H4.9¢)

(H4.9d)
(H4.9¢)

(H4.9f)

(H4.10a)

(H4.10b)

(H4.10c)

(H4.11a)

(H4.11Db)

(H4.11c¢)

H4.5. In order to simplify the polynomial expressions for numerator “nn”
and denominator “dd”, we prove the following astonishing algebraic equa-

tion:
A’B - A’B® = q.

(H4.12)

Recalling the definition of A and B in (H4.5), we can restate the equation

as

20N 00 (%30 )00 (6750 Voo (040 oo
0 Vo0 (6% 00 (%50 ) 00 (6% ) 0

(6% 0 ) 00 (@0 ) 00 (40 ) 00 (40 ) oo

(q
- {q
= q
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which follows immediately from the g-difference equation stated in Theo-
rem G5.2 under parameter specification Q =¢”,b=¢q, c=d = e = ¢> and

A=q.

With the help of algebraic equation ¢ = A3B — A?B3, we can simplify
further “nn” and “dd” as the following polynomial expressions

o= L {A B ——+qu} (H4.13a)
724
_ .3, 74 4 = A42p2 43 16
= 45 {8AB 5A2B2 — A B} (H4.13b)
A2 4 2 P2 3 6 2
dd = B2q2{8AB 54282~ A* - B}, (H4.13c)

H4.6. In order to determine generating function explicitly, we need an
alternative expression for denominator “dd” in terms of infinite shifted fac-
torial fraction.

Observing that the general term of the product with index n reads as
6 6
1—p")", n=70
k=0 k=0 (1 - p n), n §é7 0

we have therefore the following simplified product

ﬁ (p"; pt)e = ﬁ 11 {1 -~ (pwk)"}
k=0

which can restated as the following identity:

- (:9)°
[T(o="; p*)e = ﬁ (H4.14)
k=0 ) o0
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In view of (H4.4), this gives also another expression for the common de-
nominator:

o H 1
dd A/p2w2k—B/pwk—1+p3w3k/AB
6
EPI | Pca w? 2 (47905
= pwk, P ) oo (45 9)5

k=0

H4.7. By comparing (H4.13b) with (H4.13c), we find that

1

; A/p2w2£ _B/pwﬁ _ 1+p3w3g/AB (H415a)
nn 73 72

T odd H4.15b
dd ~ dd ' vad (H4.15b)

Substituting the factorial expression for “dd” in the last fraction, we can
finally determine the generating function

_ ;{7_?;7_2}
79(¢7;9¢")o Ldd  Vdd

7. ,7\3 7. JI\T

(q,q)oo+49 (¢ ¢ 5%

7 gt oo
(¢ 9% (a5 )%,

If we combine (H4.13a) with (H4.13c), we would get another expression of
the generating function

e’ 6
1 et 1 nn
7 5 m = — — N
mEZ:op( o Tq 7= (p@"; pw®) oo T4(q75 7)o dd
(q7, a3, A B2
= 259 )y dl
! (45 )% { B-ptiy }

where A and B are shifted factorial fractions given by (H4.5).

Naturally, this form is less elegant that stated in (H4.1). However, it con-
firms again the Ramanujan congruence modulo 7.
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H5. Proof of p(11n+6) =0 (mod 11)

There holds the Ramanujan congruence modulo 11:

p(1ln+6) = 0 (mod 11). (H5.1)

Recalling the congruence lemma on partition function, we should show that
the coefficients of ¢'!™ in the formal power series expansion of ¢°(q; ¢q).°
are divisible by 11 for all m € N. The simplest proof of this congruence is
due to Winquist (1969), which is based on the following formal power series
expansion formula:

60°(4:9)L0 = 3 (~1)" (3i — 3j — 1)(3i + 3] — 2)¢* ()35 (H5.9)

oo
4,4

H5.1. If the g-exponent in the double sum is a multiple of 11, then we
have the following congruence relation

= 8{5+j+3(;)+3<

=11 (i—6)*+(j —2)%

N .

0 =nu 5+j+3(;>+3<

DN .

)}

This can be reached only when

(Z - 6)2 =11 0 = iEll 6
(j—2°=110 = j=12

in view of the following table on the quadratic residues modulo 11:

k (mod 11) | O | £1 [ 2 | £3 | +4 | &5
k*(mod 11) O] 1 | 4 | 9 | 5 | 3

The coefficients corresponding to ¢ =11 6 and j =11 2 are divisible by 114
because they contain two factors displayed in (H5.2):

32—3]—1 =11 18—6—-1 5110
3Z+3]—2 =11 18—|—6—2 =11 0.

m

Therefore the coefficients of ¢''™ in the formal power series expansion of

q°(q; )10 are divisible by 11.
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In order to complete the proof of congruence (H5.1), it remains to show the
infinite series identity (H5.2).

H5.2. Define the bivariate function F'(z,y) by the following product of
ten infinite shifted factorials:

F(z,y) = (¢ 9)3%(%; @)oo (¥ @)oo (2Y; Q) oo (T /Y3 @)oo (H5.3)
We can expand it formally as a Laurent series in x

—+oo

F(z,y) = > w(y) "

k=—o00

It is trivial to check the functional equation
F(z,y) = —a’ F(qz,y)
which corresponds to the recurrence relation

Yers () = —¢" m(y).

Iterating this relation for k-times, we find that there exist three formal
power series A(y), B(y) and C(y) such that there hold

) = 0 P ameal) = (-1G) A)
e(y) =~ ama(y) = (-1 By)
o) =~ () = (DO O).
Therefore F(x,y) can be written as
+oo
Flay) = A@) Y (-0'*G) o™ (H5.4a)
k=—o0
+ B(y) f (—1)FgP(a)+h 3k (H5.4b)
k=—oc0
+oo
+ Oy Y (~1)FgPla) 2k g2, (H5.4c)
k=—o0

Again from the definition of F'(x,y), it is easy to verify another functional
equation

F(x7y) = —1'3 F(l/CE,y)
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which can be translated into the following

+oo
Flz,y) = Aly) Y (~1)F1g3E) g3-3
k=—00
+ B(y) io (—1)k+148()+k 523k
k=—00
400
+ C(y) Z (_1)k+1q3(’;)+2k 13k

k=—oc0
The reversal of the bilateral series just displayed reads as

Flow) = A Y (0RO % (H5.50)
k=—o0

+ B(y) f (_1)k+1q3(§)+2kx2+3k (H5.5b)
k=—oc0
+oo

+ C(y) Z (_1)k+1q3(2)+k p 113k (H5.5C)

k=—o0

Comparing both expansions (H5.4) and (H5.5) of F(z,y), we find that
B(y) = —C(y). This allows us to restate F'(z,y) as follows:

+oo

Flay) = Aly) Y (-D4E ™ (H5.6a)
k=—oc0

U SR e R
k=—o0

where the formal power series A(y) and B(y) remain to be determined.

H5.3. By means of the Jacobi triple product identity, the last expansion
for F'(x,y) can be reformulated as

F(z,y) = Al) [¢* % ¢*/a%¢%)
(

[
+ xB y) [C]3, qaj37 q2/$3;q3}oo
- $2 B(y) [q37 q2x37 q/xg’ q3]oo ’
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Putting z = ¢'/? in the last equation and then recalling the definition of
F(x,y), we find that

F 1/37
Aly) +¢'2 Bly) = W = [q”‘“ﬂ Y, q”g/y;q”?’]w
+o0o L
= > (il
k=—oc0

Based on the binomial congruences

i O, k =3 0
( 9 > =340, k =3 +1
1, ]{JEg —1

we can determine A(y) and B(y) respectively as follows:
+00

Ay = Y O )

— Z (_1)k{y3k _ ylfSk}qS(g)—l—k

k=—oc0

We therefore have the following bivariate formal power series expression

+o00 ) +o00 ‘
F(z,y) = Z (—1)'g* ()% Z (—1)j{y3j—yl‘3j}q3(§)“ (H5.7a)
xr Z:_OOOO . i .J:_OOOO . . . j .
- (D' CEy 7 (~1){a¥ ="~ 1P O (115.7)

H5.4. Define further the bivariate function by formal power series

Ix . i . Ix . . . j .
G(fc,y) _ Z (_1)1q3(2) sz Z (_1)J{y3j _yl—Bj}q3(2)+J_ (H5.8)

Then F(x,y) can be expressed as a skew-symmetric function of z and y:

y F(r,y) = yGle,y) -z Gy, z). (H5.9)
Recalling the definition of F(x,y), we have
. F(x,
tim LD ot 3 002 (2% g) oo

y—r Y —2x
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In view of the symmetric property, we write

yG(z,y) — 2C(y, ) = Z(_l)i+jq3(é)+3(%)+j{_sz(yigj :gz:z;}

& v (x
1,7

which permits us to compute the corresponding limit:

i YE@y) _ L G (@ y) —2G(y, @)
y—r Y — T y—x y—x

{ iy =y )}
. _ +3j _ 235
_ Z 1)itig +3(2)47 limn v (@ =)

Yy—x y—x
— Z 1)i+ig s()+3(3)+i ) (L4375 —30) s
+(3i + 35 — 2)z1+3-

_ Z z+] 3 (§)+j(1+3j_3i){x3i+3j_x473i73j}

where the last line follows from the index involution ¢ — 1 — ¢ on double
sums.

Therefore we have established the following expansion formula:

(0% @)% 0% e = Y (—1)H 3R (H5.10a)

,J
% (1+3]— 3 ){ Bi+3j _ 4—32'—39}. (H5.10b)

2

Multiplying across by 72, we can rewrite (H5.10) as

(@ @)oo (3 D3 (2% oo _ S (1)t e
x (1+3j— 3){ 3i+3j-2 _ 2—31‘—33}_

Applying the derivative operator % for three times at x = 1, we find that

6(¢; 9)oe = Z(—l)iﬂ'(:az' — 35— 1)(3i + 35 — 2)3 3 H3() 4,

This is exactly the formal power series expansion (H5.2), which has played
the key role in the proof of congruence (H5.1).
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H5.5. The crucial identity (H5.10) due to Winquist (1969) can alterna-
tively be proved by means of the quintuple product identity.

(4 )55 @) 2 (0% Q)oe = Z(—l)iﬂ'q?’(é)%(%)ﬂ

X (1435 — 3i){x3z‘+3j _ w4—3i—3j}_

The strategy is to simplify the double sum on the right hand side and then
reduce it to the product form on the left hand side.

Performing the replacement on summation indices:
m—n

j—i:n} T . m+n m=a2n

j: 2

then we can reformulate the double sum as

> (g (T (1 gy (ot~ at L (s

m=an

where the double sum runs over —oo < m, n < 400 with m and n having
the same parity.

Hb5.6. Recall the quintuple product identities

—+o0

4. 2, a/zdly (027, ¢/2%5 0] = ) {1 - Z”“} ) (42"
k=—oc0
+o0 X &
= > {1 (A6 ()
k=—oc0
and their limiting forms:
+o0 X
S (1+6k) R = g g gdl [0 i
k=—o0
~ 3(5)+3k 1/2 .1/2 2 2.2
> (143k)PR)TER = {q,q .4 ;q]oo[q N

k=—oc0
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We can evaluate the double sum (H5.11) with both m and n being even as

Z q3(m;”)+3(mg”)+m+n<1 4 6n>{$6m _ x476m}
= Z q6(”§)+m{x6m _ x4—6m} Z (1 + 6n) () +an

n

- (%) Zq { x4(1+3m)}(q5/x6)m

= (% ¢ (% M2 [q q®,q/2% %) [¢* /2" 2t ']

The double sum (H5.11) with both m and n being odd can be reduced
similarly to the product:

Z AT () Fmn (4 + 6n) {mkem _ x3+6m}

_ Zq +4m{ 3+6m _ $1—6m} Z (2 + 6n) q6(g)+5n
= —22(q; )2 (0% D)oo (g5 0% Zq“?) {1 - x2(1+6m)}(q4/w6)m

= —22(¢;¢*)% (0% ) (ah 42 [q 2, )% 7] [Pt Pt gt]
Their sum leads the identity (H5.10) equivalently to the following equation:

(43 ) mo (5 0) 2 (2% @)oo
= (%)% (P aN [ ax® q/2% P a2t 2t ]
— 22(¢;°)2% (% ) (ah 02 [P 2% P /5% %) (P2 ¢ /2t ¢t

We can reduce it by canceling the common factors to the following equivalent
g-difference equation:

[_q7 —q, —!132, —q2/1172; qQ}OO
[—¢?, =% —q2?, —q/2% ¢

9, =, q/2; 45 = (q2;q2)go{_2x } (H5.12)

whose terms can be reorganized, for convenience, as follows:
[0, —a, =2, —*/2% %] _ — (¢ )% [, a/w3d)%
= T [_1,_q2,_q$2,_Q/$2;q ]oo
Rewriting the last identity as
(@V=T; @)oo (—2V=T; @)oo (¢"°V=T; @)oo (¢"*V=T; @)oo (H5.13a)
(5 @)oo (@5 @)oo (0% @)oo (—4"% @)oo (H5.13b)
= 2 (V=1 q)oo (—V-1;9)00 (¢"*2V=1;¢) 0 (¢"*V=1/; ¢) o (H5.13¢)

we can see without difficulty that it is the special case b = ¢ = z, d = ¢'/?,
e =—q'/? and A = ¢"/2x/—1 of the identity stated in Theorem G5.2.
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This completes the proof of (H5.10). O

H5.7. The identity (H5.12) can also be proved directly.

In fact, by means of the Jacobi triple product identity, its right hand side
can be expanded as

RHS(H5.12) Zqz + { q_ix1+2j}.

Interchanging two summation indices ¢ and j for the first part and then
letting k£ := j — ¢, we can manipulate the last double sum as follows:

RHS(H5.12) = Zqi2+j2_i{x2i_xl+2j}

_ quz{ 1+2k} Zq §)+(142k)i 2
k
2 —
_ qu {1 _ CE1+2k} [q g T2 B 2k/x2;q4]oo'
k
The last triple product can be restated as

[q4,_q1+2k 2 _q372k/x2;q4}

z” 5[4, 2 = e qt] . k=2
‘”‘4 )3t — P2, —q/a%qY ], k=204 1.

Now reformulating the k-sum according to the parity of k£, we can express
it as a combination of two infinite series:

RHS(H5.12) = [ 22, —¢* /2% ¢ Oozq 5)+3¢ —2e{1 _$1+4e}
+ qldt, 2% —q/2% ] Zq 2) +5¢ _%{1 — x3+4£}.
By feeding back the parity of k, we can evaluate the first /-sum as follows:
Zq 5)+3¢ —2@{1 _ x1+4e}
_ Z {qzﬁ—zx% _ q2£2+£x1+2£}

£

= S (-1 2* = (g2, q/w: 4],

k
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The second /-sum can be reduced similarly as follows:
Z q4(§)+5ex—2£{1 _ x3+4£}
¢

2 2
_ Z {qzé —30,20 _ 2 +3£$3+2£}
¢

k k
= S (1" (2/9)" = ~/qla. . q/;d].. -
k
Combining these expressions, we arrive at the final assault

4 2 3/,.2. 4
¢ —a2®, —¢* /2% ¢
RHS(H5.12) = |[q,2,q/x:q). -
( ) [ /x:q] —z [¢*, —Pa?, —q/a%; q4}oo
2 2
= [g.2,q/zd)0 ) {q% —p2 “:BHQE}
¢
k
= [gzq/md Y (~1)F ) 2F

k
This completes the proof of (H5.12).






Appendix: Tannery’s Limiting Theorem

In this monograph, we have frequently refered to the Tannery theorem.
This theorem deals with the limiting process on infinite series, which can
be reproduced as follows.

For a given infinite series {vg(n)}r>0, suppose that the series satisfies the
following conditions:

e For any fixed k, there holds lim wvg(n) = wy;

n—oo

e For any k € Ny, we have |vg(n)| < My, with M}, being independent of

oo
n and the series g My, is convergent.
k=0

Then we have the following limit relation:

m(n)

JLH;OZ vp(n) = iwk =W
k=0

k=0

where m(n) is an increasing integer valued function which tends steadily to
infinity as n does.

PROOF. For any given ¢ > 0, first choose a number ¢ = /(g) such that

Z M), < € and then let n be taken large enough to make m(n) > ¢. This
k=t

m(n) m(n)
leads us consequently to the following inequality: ‘ Z vk‘ < Z My, < e.
k=¢ k=
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o0 o0
Noting also that ’ Z wk’ < Z M}, < e, we can estimate the difference

k=¢ k=¢
m(n) m(n) 00 -1
ka(n)—W’ < ka(n) + Zwk + Z{vk(n)—wk}
k=0 k=, k=t k=0

< 2e+4

-1
Z {vr(n) —wi}
k=0

Remember that so far n has only been restricted by the condition m(n) > £.
Since ¢ is independent of n, we can allow n to tend to infinity and obtain

£—1
lim Z {ve(n) —wr} = 0 for lim vg(n) =wy with k being fixed.
k=0

n—oo

Hence we have found that for any € > 0, there holds

m(n)
lim Z vg(n) — W’ < 2e
k=0

which implies the limit relation:

lim Z vg(n) = W = Zwk
"o k=0

as anticipated in the Tannery theorem. O
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