
Chapter 5

Invariant measures: main

properties and some applications

In this last chapter we collect some known facts concerning invariant measures, most of which
have been already used. Here we provide the relative proofs and we also show some other results
which complete the exposition and make it clearer. Even though the subject has a certain
relevance from a probabilistic point of view and can be treated by making use of probabilistic
tools, our approach is purely analytic.

We start by introducing Feller semigroups in Cb(RN ). These are semigroups of positive
contractions that are not strongly continuous in general, but continuous only with respect to
the pointwise convergence. In our framework, we also assume that each operator of a Feller
semigroup admits an integral representation and that it can be extended to the bounded Borel
functions in RN . Then we give the definition of an invariant measure µ for a Feller semigroup
(Pt). If one considers the underlying stochastic process {ξt}, µ can be interpreted as a stationary
distribution for {ξt}. A quite general result concerning existence of invariant measures is given by
Krylov and Bogoliubov (see Theorem 5.1.6). The main tool to prove it is a weak∗ compactness
result for probability measures, which is due to Prokhorov. As a consequence, we infer that the
semigroup (Pt) extends to a strongly continuous contractions semigroup in Lp(RN , µ), for all
1 ≤ p < +∞. In order to deal with uniqueness, we have to require some regularity properties
to (Pt), namely irreducibility and strong Feller property. Under these further assumptions, if
an invariant measure exists, it is unique. To prove such a result we make use of some known
facts concerning ergodic means of linear operators in Hilbert spaces and in particular the Von
Neumann Theorem. Ergodicity of invariant measures concludes the first section.

In the second section we show how Feller semigroups arise naturally when one deals with a
second order partial differential operator in RN of the form

A =
N∑

i,j=1

qijDij +
N∑
i=1

FiDi.

The absence of a zero order term is a necessary condition for the existence of an invariant measure
for the associated semigroup T (t) (see Remark 5.2.12). The construction of T (t) is based on an
approximation argument which consists of finding a bounded classical solution u to the Cauchy
problem {

ut −Au = 0 in (0,∞)× RN

u(0, x) = f(x) x ∈ RN

as limit of solutions of parabolic problems in cylinders (0,∞) × Bρ. The main tools to carry
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out this procedure are the classical maximum principle and interior Schauder estimates. Then
one sets u(t, x) = T (t)f(x). It turns out that T (t) is a Feller semigroup in Cb(RN ), which is
represented by a strictly positive integral kernel. Even though T (t) is not strongly continuous
we can associate a ”weak” generator, which enjoys several classical properties of generators of
strongly continuous semigroups. We show that assuming the existence of a Liapunov function, the
weak generator coincides with the operator A endowed with the maximal domain in Cb(RN ) (see
Proposition 5.2.3). Under the same assumption the semigroup T (t) yields the unique bounded
classical solution to the problem above. Concerning invariant measures, we establish two existence
criteria, whose assumptions are expressed in terms of the coefficients of the operator A. The
first is due to Khas’minskii and uses the existence of suitable supersolutions of the equation
λu−Au = 0 to apply the Krylov-Bogoliubov Theorem. The second is due to Varadhan and show
directly the existence of an invariant measure for an operator of the form ∆−〈DΦ+G,D〉, given
by µ(dx) = e−Φdx.

The last section is devoted to the characterization of the domain of a class of elliptic oper-
ators in Lp(RN , µ). The main tools are the results of Chapter 1, where the same problem has
been studied for differential operators in Lp(RN ). In fact, we show that the given operator on
Lp(RN , µ) is similar to an operator in the unweighted space Lp(RN ) which satisfy the generation
results of Chapter 1 that provide also an explicit description of the domain.

5.1 Existence and uniqueness of invariant measures for Feller

semigroups

Throughout this section (Pt)t≥0 is a family of linear operators in Cb(RN ), the space of all
continuous and bounded functions in RN , satisfying the following properties:

(i) P0 = I, Pt+s = PtPs, for all t, s ≥ 0;

(ii) Ptf ≥ 0 for all t ≥ 0 and f ∈ Cb(RN ) with f ≥ 0;

(iii) limt→0 Ptf(x) = f(x), for all x ∈ RN and f ∈ Cb(RN );

(iv) Pt1l = 1l, for all t ≥ 0,

where 1l denotes the function with constant value 1. From (ii) and (iv) it follows that each
operator Pt is a contraction. Indeed, for all f ∈ Cb(RN ) and x ∈ RN

|Ptf(x)| ≤ Pt|f |(x) ≤ ‖f‖∞Pt1l = ‖f‖∞,

hence ‖Ptf‖∞ ≤ ‖f‖∞. Under a probabilistic point of view (Pt) is a Feller semigroup and
condition (iii) represents the stochastic continuity of (Pt).

It is useful to make the following additional assumption:

(I) for all t > 0 and x ∈ RN there exists a positive Borel measure pt(x, ·) such that pt(x,RN ) = 1
and

(5.1.1) (Ptf)(x) =
∫

RN
f(y)pt(x, dy),

for all f ∈ Cb(RN ).

We set p0(x, ·) = δx, the Dirac measure concentrated at x.
We note that (5.1.1) makes sense also for bounded Borel functions. In particular, if Γ is a

Borel set of RN and χΓ is the corresponding characteristic function, then

(5.1.2) (PtχΓ)(x) = pt(x,Γ), x ∈ RN , t ≥ 0.
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Then we also assume that

(II) for every bounded Borel function f and for every t ≥ 0 the function Ptf is still Borel
measurable.

In general such a semigroup is not strongly continuous in Cb(RN ), a simple counterexample
being the heat semigroup.

Definition 5.1.1 A probability Borel measure µ is said to be invariant for (Pt) if

(5.1.3)
∫

RN
(Ptf)(x)µ(dx) =

∫
RN

f(x)µ(dx)

for all t ≥ 0 and for every bounded Borel function f .

It is readily seen that µ is invariant if and only if

(5.1.4) µ(Γ) =
∫

RN
pt(x,Γ)µ(dx)

for any borelian set Γ. Indeed, if (5.1.3) holds, then (5.1.4) easily follows by taking f = χΓ.
Conversely, assume that (5.1.4) is true. This means that (5.1.3) is satisfied by any characteristic
function. By linearity, one has the same formula also for simple functions. If f is a bounded
nonnegative Borel function, then let (sn) be an increasing sequence of simple functions such that
sn(x) converges to f(x), for every x ∈ RN . Writing (5.1.3) for each sn and letting n → ∞,
by monotone convergence we get the identity for f . In the general case, it is sufficient to write
f = f+ − f−.

From a probabilistic point of view, let us consider the stochastic process {ξt} having pt(x,Γ) as
transition functions. This means that pt(x,Γ) represents the probability that the process reaches
Γ at the time t starting from x at t = 0. In order to determine completely the process, that is
the probability that the process is in Γ at the time t, for any Γ and t > 0, it is sufficient to know
the law pt(x,Γ) and the initial distribution σ, since, applying the formula of total probability, it
holds

P (ξt ∈ Γ) =
∫

RN
pt(x,Γ)σ(dx).

In this context, an invariant measure is a stationary distribution for the process, since

P (ξt ∈ Γ) =
∫

RN
pt(x,Γ)µ(dx) = µ(Γ) = P (ξ0 ∈ Γ),

for all t ≥ 0.
A first basic result is the following.

Proposition 5.1.2 Assume that µ is an invariant measure for (Pt). Then for all p ∈ [1,+∞[,
(Pt) can be extended uniquely to a strongly continuous contractions semigroup in Lp(RN , µ), still
denoted by (Pt). Moreover, if (Ap, D(Ap)) is the generator of such a semigroup, then (5.1.3) is
equivalent to have

∫
RN (Apf)(x)µ(dx) = 0, for all f ∈ D(Ap).

Proof. Let ϕ ∈ Cb(RN ). From (5.1.1) and Hölder’s inequality it follows that

|Ptϕ(x)|p ≤
∫

RN
|ϕ(y)|ppt(x, dy) = Pt(|ϕ|p)(x).

Integrating with respect to µ, we get∫
RN
|Ptϕ(x)|pµ(dx) ≤

∫
RN

Pt(|ϕ|p)(x)µ(dx) =
∫

RN
|ϕ(x)|pµ(dx).
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Since Cb(RN ) is dense in Lp(RN , µ), Pt has a unique continuous extension to Lp(RN , µ), still
denoted by Pt, such that ‖Pt‖ ≤ 1. The strong continuity of Ptf in Lp(RN , µ) for f ∈ Cb(RN )
follows easily from property (iii) of (Pt) and the dominated convergence theorem. The general
case can be treated by a standard density argument.

Let us prove the last assertion. If f ∈ D(Ap) then Ptf ∈ D(Ap), the map t → Ptf is of
class C1([0,+∞[;Lp(RN , µ)) and d

dtPtf = ApPtf = PtApf . Differentiating with respect to t the
identity (5.1.3) we have

0 =
d

dt

∫
RN

(Ptf)(x)µ(dx) =
∫

RN

d

dt
(Ptf)(x)µ(dx) =

∫
RN

Pt(Apf)(x)µ(dx)

=
∫

RN
(Apf)(x)µ(dx).

Conversely, if
∫

RN (Apf)(x)µ(dx) = 0, for all f ∈ D(Ap), then

d

dt

∫
RN

(Ptf)(x)µ(dx) =
∫

RN
Ap(Ptf)(x)µ(dx) = 0

and (5.1.3) holds in D(Ap). Since D(Ap) is dense in Lp(RN , µ), (5.1.3) is also true for f ∈
Lp(RN , µ).

Now, our aim is to prove a quite general result on existence of invariant measures due to
Krylov and Bogoliubov. Before stating it, we need to introduce some basic notions from measure
theory.

We denote by M(RN ) the set of all Borel probability measures on RN .

Definition 5.1.3 A subset Λ of M(RN ) is said to be relatively weakly compact if for any se-
quence (µn) in Λ there exist a subsequence (µnk) and µ ∈ M(RN ) such that

∫
RN f(x)µnk(dx)

→
∫

RN f(x)µ(dx), for all f ∈ Cb(RN ). In this case, we say that µnk weakly converges to µ.
The set Λ is said to be tight if for all ε > 0 there is a compact set Kε such that µ(Kε) ≥ 1−ε,

for all µ ∈ Λ.

The Prokhorov theorem, proved below, shows that in fact the previous two notions are equiv-
alent. Even though it holds in a general separable complete metric space, we state and prove it
in RN , since this case is closer to our interests. We first need a lemma.

Lemma 5.1.4 Let µn, µ ∈ M(RN ) be such that µn converges weakly to µ. Then one has
lim sup
n→∞

µn(F ) ≤ µ(F ), for every closed set F of RN or, equivalently, lim inf
n→∞

µn(G) ≥ µ(G), for

every open set G of RN .

Proof. Let F be a closed set and consider Fδ = {x ∈ RN | dist(x, F ) < δ}. Since Fδ is
decreasing with respect to δ and ∩δ>0Fδ = F , we have that limδ→0 µ(Fδ) = µ(F ). Therefore,
given a positive ε there exists δ > 0 such that µ(Fδ) < µ(F ) + ε. Let

ϕ(t) =


1 if t ≤ 0,
1− t if 0 ≤ t ≤ 1,
0 if t ≥ 1,

and define f(x) = ϕ(δ−1dist(x, F )). Since f is nonnegative and assumes the value 1 on F , we
have

µn(F ) =
∫
F

f(x)µn(dx) ≤
∫

RN
f(x)µn(dx).

Since f vanishes outside Fδ and never exceeds 1∫
RN

f(x)µ(dx) =
∫
Fδ

f(x)µ(dx) ≤ µ(Fδ).
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Finally, since µn converges weakly to µ and f ∈ Cb(RN ) we deduce

lim sup
n→∞

µn(F ) ≤ lim
n→∞

∫
RN

f(x)µn(dx) =
∫

RN
f(x)µ(dx) ≤ µ(Fδ) < µ(F ) + ε.

Since ε was arbitrary, the thesis follows. A simple complementation argument proves the last
assertion.

Theorem 5.1.5 (Prokhorov) A subset Λ in M(RN ) is relatively weakly compact if and only
if it is tight.

Proof. Let Bn be the closed ball in RN with radius n ∈ N and centered at zero. Assume
first that Λ is tight and consider a sequence (µk) in Λ. We have to show that it is possible
to extract a weakly convergent subsequence. Consider the restrictions

(
µk|B1

)
. Since C(B1) is

separable, the weak∗ topology of the unit ball of the dual space (of all finite Borel measures) is
metrizable. Hence, there exists a subsequence of

(
µk|B1

)
which converges weakly in C(B1)∗. By

a diagonal procedure, since (Bn) is increasing, we can construct a subsequence (µnk) such that∫
Bn

f(x)µnk(dx) converges to
∫
Bn

f(x)µ(dx) for all f ∈ C(Bn), and n ∈ N and for some positive
Borel measure µ with µ(RN ) ≤ 1. Now, let ε > 0 be fixed. Since Λ is tight, there exists r ∈ N
such that µnk(RN \Br) < ε, for all k ∈ N. If n > r, let g ∈ C(RN ) be such that 0 ≤ g ≤ 1, g ≡ 1
in Bn \Br+1 and supp g ⊂ Bn+1 \Br ⊂ Bn+1. Then

µ(Bn \Br+1) ≤
∫

RN
g(x)µ(dx) = lim

k→+∞

∫
RN

g(x)µnk(dx) ≤ lim sup
k→+∞

µnk(Bn+1 \Br) ≤ ε.

Letting n→ +∞ we find that µ(RN \ Br+1) ≤ ε. Now, we can conclude. Indeed, if f ∈ Cb(RN )
then ∣∣∣∣∫

RN
f(x)µ(dx)−

∫
RN

f(x)µnk(dx)
∣∣∣∣ ≤

∣∣∣∣∣
∫
Br+1

f(x)µ(dx)−
∫
Br+1

f(x)µnk(dx)

∣∣∣∣∣
+
∫

RN\Br+1

|f(x)|µ(dx)

+
∫

RN\Br+1

|f(x)|µnk(dx).

If ε > 0 is given, we first choose r ∈ N sufficiently large in such a way that µ(RN \Br+1), µnk(RN \
Br+1) ≤ ε for all k ∈ N. Then we choose k ∈ N large enough to make the first term in the right
hand side smaller than ε. At the end we find∣∣∣∣∫

RN
f(x)µ(dx)−

∫
RN

f(x)µnk(dx)
∣∣∣∣ ≤ ε+ 2ε‖f‖∞

for k large. Thus the statement follows. In particular, taking f = 1l, we have that µ is a
probability measure, i.e. µ ∈M(RN ).

Conversely, let us show that a relatively weakly compact set Λ must be tight. Consider the
open ball Bn of RN centered at zero and with radius n ∈ N. For each ε > 0, there exists n ∈ N
such that ν(Bn) > 1 − ε for all ν ∈ Λ. Otherwise, for each n we have νn(Bn) ≤ 1 − ε, for some
νn ∈ Λ. By weakly compactness, there exist a subsequence (νnk) and ν0 ∈ M(RN ) such that
νnk converges to ν0 weakly. From Lemma 5.1.4 it follows that ν0(Bn) ≤ lim infk→∞ νnk(Bn) ≤
lim infk→∞ νnk(Bnk) ≤ 1 − ε, which is impossible, since Bn ↑ RN . Thus, the closure of Bn is a
compact set of RN such that ν(Bn) > 1− ε, for all ν ∈ Λ.
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Now, we are ready to prove the announced result of existence of an invariant measure for the
semigroup (Pt).

Theorem 5.1.6 (Krylov-Bogoliubov) Assume that for some T0 > 0 and x0 ∈ RN the set
{µT }T>T0 , where

µT =
1
T

∫ T

0

pt(x0, ·)dt,

is tight. Then there is an invariant measure µ for (Pt).

Proof. From Theorem 5.1.5 it follows that there exist a sequence (Tn) going to +∞ and a
probability measure µ such that limn→∞

∫
RN f(x)µTn(dx) =

∫
RN f(x)µ(dx), for all f ∈ Cb(RN ).

Taking into account (5.1.1), this is equivalent to

(5.1.5) lim
n→∞

1
Tn

∫ Tn

0

(Ptf)(x0)dt =
∫

RN
f(x)µ(dx).

Setting f = Psg we have

lim
n→∞

1
Tn

∫ Tn

0

(Pt+sg)(x0)dt =
∫

RN
(Psg)(x)µ(dx),

for all g ∈ Cb(RN ). Now, we show that the limit at the left hand side above is equal to∫
RN g(x)µ(dx). We have in fact

1
Tn

∫ Tn

0

(Pt+sg)(x0)dt =
1
Tn

∫ Tn+s

s

(Ptg)(x0)dt

=
1
Tn

∫ Tn

0

(Ptg)(x0)dt+
1
Tn

∫ Tn+s

Tn

(Ptg)(x0)dt

− 1
Tn

∫ s

0

(Ptg)(x0)dt.

Since the last two terms above are infinitesimal and condition (5.1.5) holds, we find that (5.1.3)
holds for g ∈ Cb(RN ). If g is a bounded Borel function in RN , then g ∈ L1(RN , µ), hence, by
density, there exists a sequence (gn) in Cb(RN ) converging to g in L1(RN , µ). By continuity, Ptgn
converges to Ptg in L1(Rn, µ) as well. Now, the thesis follows easily writing (5.1.3) for gn and
letting n→∞ .

In the next section we will see an application of this general result in the case of semigroups
associated with differential operators.

Once that an invariant measure exists, one can ask whether it is unique or not. Such a
problem requires more attention and suitable regularity properties for the semigroup (Pt) that
we introduce below.

Definition 5.1.7 - (Pt) is irreducible if for any ball B(z, ε) one has PtχB(z,ε)(x) > 0 or,
equivalently, pt(x,B(z, ε)) > 0 for all t > 0 and x ∈ RN .

- (Pt) has the strong Feller property if for any bounded Borel function f and t > 0 we have
Ptf ∈ Cb(RN ).

- Pt is called regular if all the probabilities pt(x, ·), t > 0, x ∈ RN , are equivalent, i.e. they
are mutually absolutely continuous.
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It is clear that if (Pt) is irreducible, then it is positivity improving, in the sense that given a
bounded Borel nonnegative function ϕ on RN such that ϕ is strictly positive on some ball, then
Ptϕ(x) > 0, for all t > 0 and x ∈ RN . In this way, irreducibility says that a strong maximum
principle holds. From a probabilistic point of view, this means that the underlying Markov
process diffuses with infinite speed.

The main result concerning uniqueness is the following.

Theorem 5.1.8 If (Pt) is regular then it has at most one invariant measure µ. Moreover, µ is
equivalent to pt(x, ·), for all t > 0, x ∈ RN .

Before proving the above theorem, we show an important tool to have regularity due to
Khas’minskii.

Proposition 5.1.9 If (Pt) is strong Feller and irreducible, then it is regular.

Proof. It is sufficient to prove that all the probabilities pt(x, ·), t > 0, x ∈ RN , have the same
null sets. This means that if Γ is a Borel set, then

(i) either pt(x,Γ) = 0, for all t > 0, x ∈ RN ,

(ii) or pt(x,Γ) > 0, for all t > 0, x ∈ RN .

Assume that (i) does not hold. Then, there exist x0 ∈ RN and t0 > 0 such that Pt0χΓ(x0) > 0.
By the strong Feller property, Pt0χΓ ∈ Cb(RN ), hence Pt0χΓ(x) > 0 for x ∈ B(x0, δ). From the
irreducibility and the semigroup law it follows PtχΓ(x) > 0 for all x ∈ RN , t > t0, respectively.
We claim that this holds for t ≤ t0, too. If t1 < t ≤ t0 then there exists x1 ∈ RN such that
Pt1χΓ(x1) > 0 (otherwise Pt0χΓ would be identically zero). By the same argument as before, we
have PtχΓ(x) > 0 for all x ∈ RN and the proof is concluded.

In order to prove Theorem 5.1.8, we need some results about ergodic means of linear operators,
in particular the Von Neumann Theorem. Let T be a linear bounded operator on a Hilbert space
H and set

Mn =
1
n

n−1∑
k=0

T k, n ∈ N.

Proposition 5.1.10 Assume that there is a positive constant K such that ‖Tn‖ ≤ K, for all
n ∈ N. Then, the limit

(5.1.6) lim
n→∞

Mnx =: M∞x

exists for every x ∈ H. Moreover, M2
∞ = M∞, M∞(H) = ker(I −T ), that is M∞ is a projection

on ker(I − T ).

Proof. The stated limit trivially exists when x ∈ ker(I − T ) or x ∈ (I − T )(H). Indeed, in the
first case we have T kx = x for all k ∈ N, hence Mnx = x for all n ∈ N. In the second case, if
x = (I − T )y, for some y ∈ H, taking into account the identity

(5.1.7) Mn(I − T ) = (I − T )Mn =
1
n

(I − Tn),

we have

‖Mnx‖ =
∥∥∥∥ 1
n

(y − Tny)
∥∥∥∥ ≤ 1

n
(‖y‖+K‖y‖),

and consequently limn→∞Mnx = 0. Since ‖Mnx‖ ≤ K‖x‖, it follows that

(5.1.8) lim
n→∞

Mnx = 0, x ∈ (I − T )(H).
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Now, let x ∈ H be fixed. Then, there exist y ∈ H and a subsequence Mnkx weakly convergent to
y. Since T is bounded, TMnkx converges weakly to Ty. On the other hand, from (5.1.7) it follows
that TMnx = Mnx − 1

nx + 1
nT

nx, hence TMnkx converges weakly also to y. By uniqueness,
Ty = y, i.e. y ∈ ker(I − T ). Now we claim that Mnx converges to y. Since y ∈ ker(I − T ), we
have Mny = y and consequently

Mnx = Mny +Mn(x− y) = y +Mn(x− y),

so that it is sufficient to show that Mn(x − y) converges to zero. To this aim, recalling (5.1.8),
we prove that x− y ∈ (I − T )(H). We have in fact x−Mnkx ∈ (I − T )(H), because

x−Mnkx =
1
nk

nk−1∑
j=0

(I − T j)x =
1
nk

(I − T )
nk−1∑
j=0

(I + T + · · ·+ T j−1)x

and x − Mnkx converges weakly to x − y. Since (I − T )(H) is convex, its strong and weak
closures coincide, hence x− y ∈ (I − T )(H). Therefore (5.1.6) is proved. As far as the last part
of the statement is concerned, since (I − T )Mn = Mn(I − T ) converges to zero in the strong
topology, we have M∞ = TM∞ and therefore M∞ = T kM∞, for every k ∈ N. This implies that
M∞ = MnM∞, which yields, as n→∞, M∞ = M2

∞, as required.

Now we use this general result in our framework. More precisely, let µ be an invariant measure
for the semigroup (Pt) and consider the Hilbert space L2(RN , µ). Proposition 5.1.2 ensures that
each Pt extends to a linear bounded operator in L2(RN , µ) with ‖Pt‖ ≤ 1. Consider the ergodic
mean

(5.1.9) M(T )ϕ =
1
T

∫ T

0

Psϕds, ϕ ∈ L2(RN , µ), T > 0.

Clearly, M(T ) is a linear operator and, by the Minkowski inequality, it is bounded in L2(RN , µ):

‖M(T )ϕ‖L2(RN , µ) ≤
1
T

∫ T

0

‖Psϕ‖L2(RN , µ)ds ≤ ‖ϕ‖L2(RN , µ).

Theorem 5.1.11 (Von Neumann) For every ϕ ∈ L2(RN , µ), the limit

lim
T→∞

M(T )ϕ =: M∞ϕ

exists in L2(RN , µ). Moreover M∞ = M2
∞ and M∞(L2(RN , µ)) = Σ, where Σ is the set of all

the stationary points of (Pt), i.e.

(5.1.10) Σ = {ϕ ∈ L2(RN , µ) | Ptϕ = ϕ, µ a.e., ∀t ≥ 0}.

Finally ∫
RN

M∞ϕ(x)µ(dx) =
∫

RN
ϕ(x)µ(dx).

Proof. For all T > 0, let nT ∈ N ∪ {0} and rT ∈ [0, 1[ be the integer and fractional part of T ,
respectively. If ϕ ∈ L2(RN , µ), then

M(T )ϕ =
1
T

nT−1∑
k=0

∫ k+1

k

Psϕds+
1
T

∫ T

nT

Psϕds =
1
T

nT−1∑
k=0

∫ 1

0

Ps+kϕds

+
1
T

∫ rT

0

Ps+nTϕds

=
nT
T

1
nT

nT−1∑
k=0

P k1 (M(1)ϕ) +
rT
T
PnT1 (M(rT )ϕ).
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Since
lim
T→∞

nT
T

= 1, lim
T→∞

rT
T

= 0,

letting T →∞ and recalling Proposition 5.1.10, we get that M(T )ϕ has limit in L2(RN , µ), say
M∞ϕ. Let us prove that

(5.1.11) M∞Pt = PtM∞ = M∞.

Given t ≥ 0 we have

M∞Ptϕ = lim
T→∞

1
T

∫ T

0

Pt+sϕds = lim
T→∞

1
T

∫ t+T

t

Psϕds

= lim
T→∞

1
T

(∫ T

0

Psϕds+
∫ t+T

T

Psϕds−
∫ t

0

Psϕds
)

= M∞ϕ.

In a similar way, one can check that PtM∞ϕ = M∞ϕ, so (5.1.11) is completely proved.
For all ϕ ∈ L2(RN , µ), (5.1.11) implies that M∞ϕ ∈ Σ. Conversely, if ϕ ∈ Σ, then M(T )ϕ = ϕ

and consequently, taking the limit as T → ∞, M∞ϕ = ϕ ∈ M∞(L2(RN , µ)). Since PtM∞ =
M∞Pt = M∞, it follows that M∞M(T ) = M(T )M∞ = M∞, that yields M∞ = M2

∞, letting
T →∞. Finally, integrating (5.1.9) with respect to µ, we obtain∫

RN
(M(T )ϕ)(x)µ(dx) =

1
T

∫
RN

∫ T

0

(Psϕ)(x)ds µ(dx) =
1
T

∫ T

0

∫
RN

ϕ(x)µ(dx)ds

=
∫

RN
ϕ(x)µ(dx).

Letting T →∞ we conclude the proof.

Remark 5.1.12 The Von Neumann Theorem gives information on the asymptotic behaviour of
the semigroup (Pt), as t→∞. We note that, in general, the limit of Ptϕ(x) as t→∞ does not
exist, if ϕ /∈ Σ. For example in R2 consider the Cauchy problem

ξ′(t) = −η(t)
η′(t) = ξ(t)
ξ(0) = x1, η(0) = x2

Then (ξ(t, x), η(t, x)) = (x1 cos t − x2 sin t, x1 sin t + x2 cos t), t ≥ 0, x ∈ R2. The semigroup
Ptϕ(x) = ϕ(ξ(t, x), η(t, x)) is such that limt→∞ Ptϕ(x) exists only if x = 0.

If (Pt) is regular, then it can be proved that limt→∞(Ptϕ)(x) =
∫

RN ϕ(y)µ(dy), for all ϕ ∈
L2(RN , µ) and x ∈ RN . This results, which is due to Doob, means that the underlying stochastic
process is stable and

∫
RN ϕ(y)µ(dy) is the equilibrium.

The next proposition contains the main properties of the subspace Σ. In particular it shows
that Σ is a lattice. We remark that if (A2, D(A2)) is the generator of (Pt) in L2(RN , µ), then
Σ = kerA2.

Proposition 5.1.13 Let ϕ,ψ ∈ Σ. Then the following assertions hold

(i) |ϕ| ∈ Σ,

(ii) ϕ+, ϕ− ∈ Σ,

(iii) ϕ ∨ ψ,ϕ ∧ ψ ∈ Σ,
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(iv) for all λ ∈ R, the characteristic function of the set {x ∈ RN | ϕ(x) > λ} belongs to Σ.

Proof. Let us prove (i). By the positivity of (Pt) we infer |ϕ(x)| = |Ptϕ(x)| ≤ Pt|ϕ|(x). Assume,
by contradiction, that there exists a Borel set Γ such that µ(Γ) > 0 and |ϕ(x)| < Pt|ϕ|(x), for
x ∈ Γ. Then ∫

RN
|ϕ(x)|µ(dx) <

∫
RN

Pt|ϕ|(x)µ(dx),

which contradicts the invariance of µ.
Assertions (ii) and (iii) follow easily from the identities

ϕ+ =
1
2

(ϕ+ |ϕ|), ϕ− =
1
2

(ϕ− |ϕ|),

ϕ ∨ ψ = (ϕ− ψ)+ + ψ, ϕ ∧ ψ = −(ϕ− ψ)+ + ϕ.

In order to prove (iv), it is sufficient to take λ = 0. Consider ϕn(x) := (nϕ+ ∧ 1)(x). Then
limn→∞ ϕn(x) = χ{ϕ>0}(x) and ϕn ∈ Σ, by (ii) and (iii). By dominated convergence, χ{ϕ>0}(x)=
limn→∞ ϕn(x) = limn→∞ Ptϕn(x) = Ptχ{ϕ>0}(x). Hence the thesis follows.

Now, we devote our attention to the case where the limit M∞ provided by the Von Neumann
Theorem is of a particular form.

Definition 5.1.14 Let µ be an invariant measure for the semigroup (Pt). We say that µ is
ergodic if

lim
T→∞

1
T

∫ T

0

Ptϕdt = ϕ,

in L2(RN , µ), where ϕ =
∫

RN ϕ(x)µ(dx).

Proposition 5.1.15 µ is ergodic if and only if the dimension of Σ, defined in (5.1.10), is equal
to one.

Proof. Assume that µ is ergodic. Then, from the Von Neumann Theorem it follows that
M∞ϕ = ϕ, for all ϕ ∈ L2(RN , µ). Since M∞ is a projection on Σ, it turns out that Σ is one
dimensional.

Conversely, assume that the dimension of Σ is one. Then, there exists a linear continuous
functional f on L2(RN , µ) such that M∞ϕ = f(ϕ)1 = f(ϕ), for all ϕ ∈ L2(RN , µ). Moreover, the
Riesz-Frechèt Theorem yields a function ϕ0 ∈ L2(RN , µ) satisfying f(ϕ) =

∫
RN ϕ(x)ϕ0(x)µ(dx).

Integrating this identity with respect to µ and recalling the invariance of M∞ (see Theorem
5.1.11) we find ∫

RN
M∞ϕ(x)µ(dx) =

∫
RN

ϕ(x)µ(dx) =
∫

RN
ϕ(x)ϕ0(x)µ(dx),

for all ϕ ∈ L2(RN , µ). This leads to ϕ0 = 1 and consequently M∞ϕ = f(ϕ) = ϕ.

Let µ be an invariant measure for (Pt). A Borel set Γ is said to be invariant for the semigroup,
if its characteristic function χΓ belongs to Σ. Γ is said to be trivial if µ(Γ) is equal to 0 or 1.

The next result is a characterization of the ergodicity of an invariant measure in terms of
invariant sets.

Proposition 5.1.16 Let µ be an invariant measure for (Pt). Then µ is ergodic if and only if
each invariant set is trivial.
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Proof. Assume that µ is ergodic and let Γ be an invariant set. Then χΓ must be µ-a.e. constant
in order to keep Σ one dimensional.

Conversely, suppose that all the invariant sets are trivial and, by contradiction, that µ is not
ergodic. Then there exists a nonconstant function ϕ ∈ Σ. Therefore, for some λ ∈ R the set
{ϕ > λ}, which is invariant by Proposition 5.1.13, is not trivial.

An interesting relationship between uniqueness and ergodicity of an invariant measure is
contained in the next proposition.

Proposition 5.1.17 Suppose that there exists a unique invariant measure µ for (Pt). Then it
is ergodic.

Proof. Assume by contradiction that µ is not ergodic. Then there exists a non trivial invariant
set Γ. Define

µΓ(A) =
µ(A ∩ Γ)
µ(Γ)

,

for any A Borel set. Since Γ is not trivial, µΓ(Γ) 6= µ(Γ), hence µ and µΓ are distinct. We claim
that µT is an invariant measure for (Pt). To this aim, it is sufficient to show that

µΓ(A) =
∫

RN
pt(x,A)µΓ(dx),

for any Borel set A (see (5.1.4)) or, equivalently, that

µ(A ∩ Γ) =
∫

Γ

pt(x,A)µ(dx).

Since Γ is invariant, for all t ≥ 0 we have PtχΓ = χΓ µ-a.e. Then pt(x,Γ) = χΓ(x) µ-a.e. and,
as a consequence, pt(x,A ∩ Γ) = 0, µ-a.e. in Γc, since pt(x,A ∩ Γ) ≤ pt(x,Γ). Analogously,
PtχΓc = χΓc µ-a.e., because Pt1l = 1l. Then pt(x,Γc) = χΓc(x) and therefore pt(x,A ∩ Γc) = 0,
µ-a.e. in Γ. So we have∫

Γ

pt(x,A)µ(dx) =
∫

Γ

pt(x,A ∩ Γ)µ(dx) +
∫

Γ

pt(x,A ∩ Γc)µ(dx)

=
∫

Γ

pt(x,A ∩ Γ)µ(dx) =
∫

RN
pt(x,A ∩ Γ)µ(dx)

= µ(A ∩ Γ).

Thus, we have established that µT is an invariant measure for (Pt) and this clearly contradicts
the uniqueness of µ.

Lemma 5.1.18 Let µ, ν be two ergodic invariant measures of (Pt), with µ 6= ν. Then µ and ν

are singular.

Proof. Let Γ be a Borel set such that µ(Γ) 6= ν(Γ). From the Von Neumann Theorem 5.1.11, it
follows that limT→∞

1
T

∫ T
0
Psϕds = M∞ϕ in L2(RN , µ). In particular, choosing ϕ = χΓ, we find

that there exist a sequence Tn →∞ and a Borel set M such that µ(M) = 1 and

lim
n→∞

1
Tn

∫ Tn

0

PsχΓ(x)ds = M∞χΓ(x), ∀x ∈M.

Since µ is ergodic, M∞χΓ = µ(Γ), hence

lim
n→∞

1
Tn

∫ Tn

0

PsχΓ(x)ds = µ(Γ), ∀x ∈M.
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Analogously, one can check that there exist a Borel set N with ν(N) = 1 such that

lim
n→∞

1
Tn

∫ Tn

0

PsχΓ(x)ds = ν(Γ), ∀x ∈ N

(without loss of generality we assume that the sequence Tn is the same for ν). Since µ(Γ) 6= ν(Γ),
we have that M ∩N = ∅, hence µ and ν are singular.

Finally, we are ready to prove Theorem 5.1.8.
Proof of Theorem 5.1.8. Let µ be an invariant measure for the semigroup (Pt). First we

show that µ is equivalent to pt(x, ·), for all t > 0 and x ∈ RN . Let t0 > 0 and x0 ∈ RN be fixed.
By identity (5.1.4) we have

(5.1.12) µ(Γ) =
∫

RN
pt(x,Γ)µ(dx),

for any Borel set Γ. Let Γ be such that pt0(x0,Γ) = 0. Then, since (Pt) is regular, pt(x,Γ) = 0, for
all t > 0 and x ∈ RN . From the integral representation above it follows that µ(Γ) = 0. Therefore
µ << pt0(x0, ·). Conversely, assume that µ(Γ) = 0. Then, again from (5.1.12) pt(x,Γ) = 0 for
some x, hence for every x by the regularity of (Pt). As a consequence, pt0(x0, ·) << µ.

Let us prove that µ is ergodic. Using Proposition 5.1.16, we show that every invariant set
is trivial. Let Γ be a Borel set such that PtχΓ = χΓ, µ-a.e. Then pt(x,Γ) = χΓ(x), µ-a.e. The
regularity of (Pt) implies that either pt(x,Γ) = 0 µ-a.e. or pt(x,Γ) = 1 µ-a.e. From (5.1.12) it
follows that µ(Γ) is either 0 or 1, as claimed.

If ν is another invariant measure, then the argument above proves that ν is equivalent to
pt(x, ·), for all t > 0, x ∈ RN and that ν is ergodic. It turns out that µ and ν are equivalent. If
they were different, then Proposition 5.1.18 would imply that µ and ν are singular, which is a
contradiction. We conclude that µ = ν, as stated.

5.2 Feller semigroups and differential operators

Feller semigroups naturally arise when one deal with second order elliptic operators in spaces
of continuous functions. Suppose we are given a second order partial differential operator

(5.2.1) Au =
N∑

i,j=1

qijDiju+
N∑
i=1

FiDiu,

whose coefficients are locally α-Hölder continuous in RN , 0 < α < 1, and satisfy

qij = qji,

N∑
i,j=1

qij(x)ξiξj ≥ ν(x)|ξ|2, for all x, ξ ∈ RN ,

with infK ν(x) > 0, for any compact set K of RN . Under these assumptions it is always possible
to associate with A a semigroup T (t) in Cb(RN ), which yields a bounded classical solution to the
parabolic problem

(5.2.2)
{
ut −Au = 0 in (0,∞)× RN

u(0, x) = f(x) x ∈ RN

for every f ∈ Cb(RN ). The construction of such a semigroup is based on an approximation
procedure which consists of finding a solution to problem (5.2.2) as limit of solutions of parabolic
problems in cylinders (0,∞) × Bρ, where A is uniformly elliptic. We have already used this
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construction in Chapters 2, 3 to solve parabolic problems with Neumann or Dirichlet bound-
ary conditions. Here the situation is easier, since we do not have to take any boundary into
consideration.

For the sake of completeness, we briefly recall the construction of T (t). Then we give sufficient
conditions for the existence of an invariant measure µ for (T (t)). We will see also that µ is unique
and absolutely continuous with respect to the Lebesgue measure.

5.2.1 Preliminary results

We refer to [38] and the references therein for more details on this argument and the proofs
of the results that we are going to show.

Let us fix a ball Bρ and consider the domain

(5.2.3) Dρ(A) = {u ∈ C(Bρ) ∩W 2,p(Bρ) for all p <∞ | u|∂Bρ = 0 and Au ∈ C(Bρ)}.

Then the operator (A,Dρ(A)) generates an analytic semigroup (Tρ(t)) of positive contractions
in the space C(Bρ) (see [32, Corollary 3.1.21]) and, for every f ∈ C(Bρ) the function uρ(t, x) =
Tρ(t)f(x) satisfies

(5.2.4)


Dtuρ(t, x)−Auρ(t, x) = 0 in (0,∞)×Bρ
uρ(0, x) = f(x) x ∈ Bρ
uρ(t, x) = 0 in (0,∞)× ∂Bρ.

Since the domain Dρ(A) is not dense in C(Bρ), strong continuity at 0 fails: in fact, Tρ(t)f
converges uniformly to f in Bρ, as t → 0, if and only if f vanishes on ∂Bρ. However, Tρ(t)f
converges to f uniformly in Bρ′ , as t→ 0, for every ρ′ < ρ, hence pointwise in Bρ. For all ρ > 0,
there exists a kernel pρ(t, x, y) that represents the semigroup (Tρ(t)):

Tρ(t)f(x) =
∫
Bρ

pρ(t, x, y)f(y)dy,

for all f ∈ C(Bρ). Moreover, pρ(t, x, y) > 0 for t > 0, x, y ∈ Bρ, pρ(t, x, y) = 0 for t > 0, x ∈
∂Bρ, y ∈ Bρ and for every y ∈ Bρ, 0 < ε < τ it belongs to C1+α/2,2+α((ε, τ)×Bρ) as function of
(t, x), and satisfies Dtpρ−Apρ = 0. If f is positive then Tρ(t)f is positive and ‖Tρ(t)f‖∞ ≤ ‖f‖∞.
For all the properties of pρ we refer to [24, Chapter 3, Section 7].

An argument based on the classical maximum principle shows that for every f ∈ Cb(RN )
the limit limρ→∞ Tρ(t)f exists uniformly on compact sets in RN and defines a semigroup (T (t))
of positive contractions in Cb(RN ). The main properties of (T (t)) are listed in the proposition
below.

Proposition 5.2.1 For every f ∈ Cb(RN ), the function u(t, x) = T (t)f(x) belongs to C1+α/2,2+α
loc

((0,∞)× RN ) and satisfies the equation

Dtu−Au = 0.

Moreover, T (t)f can be represented in the form

(5.2.5) T (t)f(x) =
∫

RN
f(y)p(t, x, y)dy,

where p is a positive function. For almost all y ∈ RN , p(t, x, y), as function of (t, x), belongs
to C

1+α/2,2+α
loc ((0,∞) × RN ) and solves Dtp = Ap. Finally, T (t)f converges to f uniformly on

compact sets of RN , as t→ 0, hence u belongs to C([0,+∞[×RN ) and solves (5.2.2).
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We note that the previous proposition establishes, in particular, an integral representation
for the semigroup T (t) similar to (5.1.1). Here we get more, since all the measures are absolutely
continuous with respect to the Lebesgue measure.

We note also that, since (T (t)) is contractive, we have T (t)1l =
∫

RN p(t, x, y)dy ≤ 1 and there
are cases where the strict inequality holds. We will see later a necessary and sufficient condition
to have T (t)1l = 1l (see Proposition 5.2.7). Finally we observe that, as in the general setting,
formula (5.2.5) makes sense also for bounded Borel functions.

As a consequence of the results above, we can prove that (T (t)) is irreducible and has the
strong Feller property (see Definition 5.1.7).

Proposition 5.2.2 The semigroup T (t) is irreducible and has the strong Feller property.

Proof. The irreducibility of T (t) is a consequence of the integral representation (5.2.5) and
the positivity of the kernel p. Concerning the strong Feller property, let f be a Borel function
and consider a bounded sequence (fn) in Cb(RN ) such that fn(x) converges to f(x), for almost
all x ∈ RN . From (5.2.5) and the dominated convergence theorem it follows that T (t)fn(x)
converges to T (t)f(x) for all x ∈ RN , t > 0. Using the interior Schauder estimates (see [30,
Theorem IV.10.1]), it turns out that for every fixed t > 0, ρ > 0 and for all n ∈ N

‖T (t)fn‖C1(Bρ) ≤ C‖T (t)fn‖C(B2ρ) ≤ C‖fn‖∞ ≤ C
′,

with C ′ > 0 independent of n. This implies, by a compactness argument, that there exists a
subsequence of T (t)fn which converges to T (t)f uniformly on compact sets. Therefore T (t)f ∈
Cb(RN ).

Even though (T (t)) is not strongly continuous one can define its generator following the
approach of [48]. More precisely, let us introduce the operator

D̂ =
{
f ∈ Cb(RN ) : sup

t∈(0,1)

‖T (t)f − f‖
t

<∞ and ∃g ∈ Cb(RN ) such that

lim
t→0

(T (t)f)(x)− f(x)
t

= g(x), ∀x ∈ RN
}

Âf(x) = lim
t→0

(T (t)f)(x)− f(x)
t

, f ∈ D̂, x ∈ RN

(Â, D̂) is called the weak generator of (T (t)). It enjoys several properties which are well-known
for generators of strongly continuous semigroups. In particular, if f ∈ D̂, then T (t)f ∈ D̂ and
ÂT (t)f = T (t)Âf , for all t ≥ 0. Moreover, the map t→ T (t)f(x) is continuously differentiable in
[0,∞[ for all x ∈ RN and DtT (t)f(x) = T (t)Âf(x). Besides, one can prove that (0,+∞) ⊂ ρ(Â),
‖R(λ, Â)‖ ≤ 1/λ and

(5.2.6) (R(λ, Â)f)(x) =
∫ +∞

0

e−λt(T (t)f)(x) dt, f ∈ Cb(RN ), x ∈ RN .

The notion of weak generator is quite general and it allows to study a large class of semigroups
on Cb(E) (the so called π-semigroups), for some separable metric space E. In our situation, since
the semigroup (T (t)) has been constructed starting from a differential operator, it is interesting
to point out the relationship existing between Â and our operator A. In fact, it can be proved
that Â is a restriction of A, in the sense specified by the following proposition.

Proposition 5.2.3 Let Dmax(A) be the maximal domain of A in Cb(RN ):

(5.2.7) Dmax(A) = {u ∈ Cb(RN ) ∩W 2,p
loc (RN ) for all p <∞ | Au ∈ Cb(RN )}.
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Then D̂ ⊂ Dmax(A) and Âf = Af , for f ∈ D̂. The equality D̂ = Dmax(A) holds if and only if
λ−A is injective on Dmax(A) for some (hence for all) λ > 0.

Proof. Let λ > 0 be fixed. If u ∈ D̂, then there exists a unique f ∈ Cb(RN ) such that
u = R(λ, Â)f . We claim that u belongs to Dmax(A) and solves the equation λu−Au = f . From
identity (5.2.6) and the construction of the semigroup T (t), it follows that for every x ∈ RN

u(x) =
∫ +∞

0

e−λt lim
ρ→+∞

(Tρ(t)f)(x)dt = lim
ρ→+∞

∫ +∞

0

e−λt(Tρ(t)f)(x)dt,

where the last equality follows from the dominated convergence theorem. For each ρ > 0 we have

(5.2.8)
∫ +∞

0

e−λt(Tρ(t)f)(x)dt = (R(λ,Aρ)f)(x) =: uρ(x),

where Aρ means the operator A endowed with the domain Dρ(A) defined in (5.2.3). Therefore
the function uρ ∈ Dρ(A) satisfies{

λuρ −Auρ = f in Bρ,

uρ = 0 on ∂Bρ.

Since Tρ(t) is contractive, we have

(5.2.9) ‖uρ‖∞ ≤
‖f‖∞
λ

.

Hence, by difference, we obtain

(5.2.10) ‖Auρ‖∞ ≤ 2‖f‖∞.

For every R > 0, the classical interior Lp estimates (see [26, Theorem 9.11]) yield a constant
C > 0 depending on p,R,N and the operator A such that

(5.2.11) ‖uρ‖W 2,p(BR) ≤ C(‖Auρ‖Lp(B2R) + ‖uρ‖Lp(B2R)),

for all ρ > 2R. From (5.2.9) and (5.2.10) it follows that

(5.2.12) ‖uρ‖W 2,p(BR) ≤ C1‖f‖∞,

with C1 depending on R, p,N, λ, the operator A but independent of ρ. Choosing p > N , (5.2.12)
gives a uniform estimate of (uρ) in C1(BR) which allows to apply Ascoli’s Theorem and to deduce
that a subsequence (uρn) of (uρ) converges uniformly to u on compact subsets of RN . From the
equation λuρn − Auρn = f it follows that Auρn converges uniformly on compact sets as well.
Therefore, applying (5.2.11) to the difference uρn − uρm , we find that uρn converges to u in
W 2,p

loc (RN ), hence u ∈ W 2,p
loc (RN ). Taking the limit in the equation satisfied by uρn we deduce

that λu − Au = f and, as a consequence, u ∈ Dmax(A). Since λu − Au = f = λu − Âu, we
have Au = Âu and the first assertion is proved. As regards the second statement, clearly λ− A
is bijective from D̂ onto Cb(RN ). Assume that it is injective also in Dmax(A). If u ∈ Dmax(A),
there exists v ∈ D̂ such that λv − Av = λu − Au. Therefore u − v belongs to Dmax(A) and
λ(u− v)− A(u− v) = 0. From the injectivity of λ− A on Dmax(A) we deduce that u = v and,
consequently, D̂ = Dmax(A).

As a consequence of Proposition 5.2.3, we can write R(λ,A) instead of R(λ, Â) (keeping the
fact that R(λ,A) maps Cb(RN ) onto D̂ and not onto Dmax(A), in general). It is worth stating
explicitly a result included in the proof of the above proposition.
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Corollary 5.2.4 For all λ > 0 and f ∈ Cb(RN ), there exists u belonging to Dmax(A) such that
λu−Au = f and ‖u‖∞ ≤ 1

λ‖f‖∞. Moreover, u ≥ 0 if f ≥ 0.

Remark 5.2.5 Let us consider f ∈ Cb(RN ), f ≥ 0. Then R(λ,A)f is a positive solution in
Dmax(A) of the equation λu − Au = f , not unique, in general. In any case, it is the minimal
among all the positive solutions of the same equation in Dmax(A). Indeed, let w ∈ Dmax(A) be
positive and such that λw − Aw = f . The function uρ − w ∈ W 2,p(Bρ) ∩ C(Bρ), with uρ given
by (5.2.8), is such that A(uρ − w) ∈ C(Bρ) and satisfies{

λ(uρ − w)−A(uρ − w) = 0 in Bρ,

uρ − w ≤ 0 on ∂Bρ.

We claim that uρ −w ≤ 0 in Bρ. Since uρ −w ∈ C(Bρ), there exists a maximum point x0 ∈ Bρ.
Assume by contradiction that uρ(x0) − w(x0) > 0. Then x0 ∈ Bρ. From Corollary A.0.9 we
deduce that A(uρ − w)(x0) ≤ 0 and therefore

0 = λ(uρ − w)(x0)−A(uρ − w)(x0) ≥ λ(uρ − w)(x0) > 0,

which is impossible. Hence uρ(x)−w(x) ≤ uρ(x0)−w(x0) ≤ 0 for every x ∈ Bρ. Letting ρ→ +∞
and recalling that limρ→+∞ uρ = R(λ,A)f , we have R(λ,A)f ≤ w, as claimed.

A sufficient condition for the injectivity of λ− A on Dmax(A) is the existence of a Liapunov
function, i.e. a function V ∈ C2(RN ), such that lim|x|→+∞ V (x) = +∞ and λV − AV ≥ 0.
This assumption leads to growth conditions on the coefficients of A. Indeed, in order to find a
Liapunov function, one often considers some simple function V which goes to +∞ as |x| → +∞,
plugs it into λ−A and imposes that λV −AV ≥ 0. By taking for example V (x) = 1 + |x|2, one
requires that

N∑
i=1

qii(x) +
N∑
i=1

Fi(x)xi ≤ λ(1 + |x|2), x ∈ RN .

If λ−A is injective on Dmax(A) then the semigroup T (t) yields the unique bounded classical
solution to problem (5.2.2).

Proposition 5.2.6 Suppose that λ − A is injective on Dmax(A) for some λ > 0 and let w ∈
C1,2((]0, τ ] × RN ) ∩ C([0, τ ] × RN ) be a bounded solution of problem (5.2.2). Then w(t, x) =
T (t)f(x).

Proof. By linearity, it is sufficient to prove the statement in the case where w solves problem
(5.2.2) with f = 0. For 0 < ε < t ≤ τ and x ∈ RN we have

(5.2.13) w(t, x)− w(ε, x) =
∫ t

ε

d

ds
w(s, x)ds =

∫ t

ε

Aw(s, x)ds = A

∫ t

ε

w(s, x)ds.

Since (A,Dmax(A)) is the weak generator of T (t) (see Proposition 5.2.3), from [48, Proposition
3.4] it follows that it is closed with respect to the π-convergence, defined as

fn
π−→ f ⇐⇒ fn(x)→ f(x) and ‖fn‖∞ ≤ C.

Since w ∈ C([0, τ ]×RN ), we have that
∫ t
ε
w(s, x)ds converges to

∫ t
0
w(s, x)ds as ε→ 0, for every

x ∈ RN . Moreover
∥∥∥∫ tε w(s, ·)ds

∥∥∥
∞
≤ ‖w‖∞t, which implies that

∫ t

ε

w(s, ·)ds π−→
∫ t

0

w(s, ·)ds, as ε→ 0.
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From (5.2.13) we infer that A
∫ t
ε
w(s, x)ds converges to w(t, x) when ε goes to zero, for every

x ∈ RN , and ∥∥∥∥A∫ t

ε

w(s, ·)ds
∥∥∥∥
∞

= ‖w(t, ·)− w(ε, ·)‖∞ ≤ 2‖w‖∞,

i.e. A
∫ t
ε
w(s, ·)ds π−→ w(t, ·). The closedness of (A,Dmax(A)) yields

(5.2.14)
∫ t

0

w(s, ·)ds ∈ Dmax(A) and w(t, x) = A

∫ t

0

w(s, x)ds,

for t ≤ τ . Setting w(τ + s, x) = T (s)w(τ, ·)(x) we obtain a bounded function w which belongs
to C([0,+∞[×RN ) and such that (5.2.14) holds for every t > 0. Indeed, it is clear that the
extended function is bounded in [0,∞[×RN . As regards the continuity, by the semigroup law, it
is sufficient to show that if sn → 0 and xn → x then w(τ + sn, xn) → w(τ, x). To this aim we
observe that

|w(τ + sn, xn)− w(τ, x)| = |T (sn)w(τ, ·)(xn)− w(τ, x)|
≤ |T (sn)w(τ, ·)(xn)− w(τ, xn)|+ |w(τ, xn)− w(τ, x)|
≤ sup

y∈K
|T (sn)w(τ, ·)(y)− w(τ, y)|+ |w(τ, xn)− w(τ, x)|,

where K is a compact subset of RN such that xn ∈ K for all n ∈ N. Since the semigroup T (t)
is strongly continuous with respect to the uniform convergence on compact sets (see Proposition
5.2.1), the first term tends to zero as n → ∞. The second one is infinitesimal, too, by the
continuity of w. Now, we claim that (5.2.14) is true for every t > τ . Since∫ t

0

w(s, x)ds =
∫ τ

0

w(s, x)ds+
∫ t−τ

0

(T (σ)w(τ, ·))(x)dσ

the claim is proved, because
∫ τ

0
w(s, ·)ds ∈ Dmax(A) by (5.2.14) and

∫ t−τ
0

(T (σ)w(τ, ·))(x)dσ
∈ Dmax(A) by [48, Proposition 3.4].

Using again the closedness of (A,Dmax(A) with respect to the π-convergence and Fubini’s
Theorem we obtain∫ +∞

0

e−λtw(t, x)dt = A

(∫ +∞

0

e−λt
∫ t

0

w(s, x)ds dt
)

= A

(∫ +∞

0

w(s, x)
∫ +∞

s

e−λtdt ds

)
=

1
λ
A

(∫ +∞

0

e−λsw(s, x)ds
)
.

It follows that the function v(x) =
∫ +∞

0
e−λsw(s, x)ds belong to Dmax(A) and satisfies λv−Av =

0. Since λ−A is injective on Dmax(A) we infer that v = 0. This means that the Laplace transform
of w(·, x) is identically zero, hence w = 0.

Moreover, the following result can be proved.

Proposition 5.2.7 λ−A is injective on Dmax(A) if and only if T (t)1l = 1l, for all t ≥ 0.

Proof. If λ − A is injective on Dmax(A), then from Proposition 5.2.6 it follows that the
semigroup T (t) yields the unique bounded classical solution to problem (5.2.2). Since 1l is in fact
a bounded classical solution of problem (5.2.2) with initial datum f = 1l, by uniqueness it turns
out that T (t)1l = 1l.
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Conversely, if T (t)1l = 1l for all t ≥ 0, then R(1, A)1l = 1l (see (5.2.6)). Let u ∈ Dmax(A) be
such that u − Au = 0 and ‖u‖∞ ≤ 1. The function v = 1l − u ∈ Dmax(A) is nonnegative and
satisfies v − Av = 1l. On the other hand, by Remark 5.2.5, R(1, A)1l = 1l is the minimal positive
solution of w − Aw = 1l, hence 1l ≤ 1l − u, i.e. u ≤ 0. The same argument applied to −u proves
that u ≥ 0 and therefore u = 0.

If T (t)1l = 1l then, collecting all the results so far, we have that (T (t)) is a Feller semigroup,
according to the terminology introduced in the previous section.

5.2.2 Invariant measures

Our aim is to establish now some criteria for the existence of an invariant measure for T (t)
in terms of the coefficients of the operator A. Since T (t) is irreducible and has the strong Feller
property (see Proposition 5.2.2) we already know that if an invariant measure exists, then it is
unique and ergodic (see Theorem 5.1.8). Therefore, we limit our study to the existence part.

We start by a preliminary lemma which is similar to Proposition 5.1.2. We note, however,
that here the semigroup is not strongly continuous and A is only its weak generator. For the
proof see [38].

Lemma 5.2.8 Assume that λ − A is injective on Dmax(A). Then a probability measure µ is
invariant for (T (t)) if and only if

∫
RN Afµ(dx) = 0, for all f ∈ Dmax(A).

Proof. Since (A,Dmax(A)) is the weak generator of T (t), if u ∈ Dmax(A), we have that T (t)u ∈
Dmax(A) and d

dtT (t)u(x) = (AT (t)u)(x) = (T (t)Au)(x). Therefore
∥∥ d
dtT (t)u

∥∥
∞ ≤ ‖Au‖∞ and

by dominated convergence

d

dt

∫
RN

T (t)u(x)µ(dx) =
∫

RN
AT (t)u(x)µ(dx).

This shows that µ is an invariant measure for the restriction of T (t) to Dmax(A) if and only
if
∫

RN Auµ(dx) = 0, for every u ∈ Dmax(A). If this is the case and f ∈ Cb(RN ), then fn =

n
∫ 1/n

0
T (s)fds belongs to Dmax(A) and satisfies ‖fn‖∞ ≤ ‖f‖∞, fn(x)→ f(x), for every x ∈ RN

(see [48, Proposition 3.4]). It follows that T (t)fn(x) converges to T (t)f(x) (see [38, Proposition
4.6]) and ‖T (t)fn‖∞ ≤ ‖fn‖∞ ≤ ‖f‖∞. Since∫

RN
T (t)fn(x)µ(dx) =

∫
RN

fn(x)µ(dx),

by dominated convergence we have∫
RN

T (t)f(x)µ(dx) =
∫

RN
f(x)µ(dx)

and the proof is complete.

The following result is due to Khas’minskii.

Theorem 5.2.9 (Khas’minskii) Assume that there exists a function V ∈ C2(RN ) such that
lim

|x|→+∞
V (x) = +∞ and lim

|x|→+∞
AV (x) = −∞. Then there is an invariant measure µ for (T (t)).

Proof. We observe preliminarily that the existence of a function V satisfying the stated prop-
erties implies that λ − A is injective on Dmax(A), hence T (t)1l = 1l (see Proposition 5.2.7) and
(A,Dmax(A)) is the generator of T (t) (see Proposition 5.2.3). Without loss of generality, we can
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assume that V ≥ 0 (otherwise we consider V +c instead of V , for a suitable constant c). Recalling
Theorem 5.1.6, it is sufficient to prove that the family of measures

(5.2.15)
1
T

∫ T

0

p(t, x0, ·)dt, T > T0

is tight for some x0 ∈ RN and T0 > 0. Let M > 0 be such that AV (x) ≤ M for all x ∈ RN .
Consider ψn ∈ C∞(R) such that ψn(t) = t for t ≤ n, ψn is constant in [n + 1,+∞[ and
ψ′n ≥ 0, ψ′′n ≤ 0. It is easily seen that ψn ◦ V belongs to Dmax(A). Indeed, ψn ◦ V is obviously
continuous in RN and supx∈RN |ψn(V (x))| ≤ supt≥0 ψn(t) < +∞. It is also clear that ψn ◦V and
its first and second order derivatives

Di(ψn ◦ V )(x) = ψ′n(V (x))DiV (x),

Dij(ψn ◦ V )(x) = ψ′′n(V (x))DiV (x)DjV (x) + ψ′n(V (x))DijV (x)

are locally p-summable, for every p <∞. It remains to show that A(ψn ◦ V ) is bounded in RN .
To this aim, we observe that, by the assumption, there exists R > 0 such that V (x) > n + 1 if
|x| > R. It follows that ψ′n(V (x)) = ψ′′n(V (x)) = 0, if |x| > R and therefore

sup
x∈RN

|A(ψn ◦ V )(x)| = sup
x∈RN

∣∣∣∣ψ′n(V (x))AV (x) + ψ′′n(V (x))
N∑

i,j=1

qij(x)DiV (x)DjV (x)
∣∣∣∣

= sup
|x|≤R

∣∣∣∣ψ′n(V (x))AV (x) + ψ′′n(V (x))
N∑

i,j=1

qij(x)DiV (x)DjV (x)
∣∣∣∣

< +∞.

Hence we deduce that un(t, ·) = T (t)(ψn ◦ V )(·) ∈ Dmax(A) and

Dtun(t, x) = T (t)A(ψn ◦ V )(x) =
∫

RN
p(t, x, y)A(ψn ◦ V )(y)dy

=
∫

RN
p(t, x, y)

(
ψ′n(V (y))AV (y) + ψ′′n(V (y))

N∑
i,j=1

qij(y)DiV (y)DjV (y)
)
dy

Integrating this identity and recalling that ψ′′n ≤ 0 we have

un(T, x)− ψn(V (x)) ≤
∫ T

0

∫
RN

p(t, x, y)ψ′n(V (y))AV (y)dy dt

=
∫ T

0

∫
E

p(t, x, y)ψ′n(V (y))AV (y)dy dt

+
∫ T

0

∫
RN\E

p(t, x, y)ψ′n(V (y))AV (y)dy dt,

where E = {y ∈ RN | 0 ≤ AV (y) ≤M}. In the first integral we can use dominated convergence
since p(t, x, y)ψ′n(V (y))AV (y) ≤ p(t, x, y)M . In the second one, where AV is unbounded but
negative, we use monotone convergence because ψ′n ≤ ψ′n+1. Letting n→∞ we deduce that∫

RN
p(T, x, y)V (y)dy − V (x) ≤

∫ T

0

∫
RN

p(t, x, y)AV (y)dy dt.

Let ε, ρ > 0 be such that AV (y) ≤ −1/ε if |y| ≥ ρ. It follows that

−V (x)
T

≤ 1
T

∫ T

0

∫
RN

p(t, x, y)AV (y)dy dt ≤ − 1
ε T

∫ T

0

∫
RN\Bρ

p(t, x, y)dy dt

+
1
T

∫ T

0

∫
Bρ

p(t, x, y)AV (y)dy dt ≤ − 1
ε T

∫ T

0

∫
RN\Bρ

p(t, x, y)dy dt+M
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hence
1
T

∫ T

0

p(t, x,RN \Bρ)dt ≤ ε
(
M +

V (x)
T

)
,

where we have set p(t, x,RN \Bρ) =
∫

RN\Bρ p(t, x, y)dy. Therefore, we have established that the
set of the measures (5.2.15) is tight for every fixed x0 ∈ RN and T0 > 0 and this completes the
proof.

Khas’minkii’s Theorem relies upon the existence of suitable supersolutions of the equation
λu− Au = 0. Next, we give a different criterion, due to Varadhan, to establish the existence of
an invariant measure for a special class of operators (see [40, Proposition 2.1]).

Theorem 5.2.10 Consider the operator

A = ∆− 〈DΦ +G,D〉,

where Φ ∈ C1(RN ) and G ∈ C1(RN ; RN ). Assume that e−Φ ∈ L1(RN ) and |G| ∈ L1(RN , µ),
with µ(dx) = ae−Φ(x)dx, a = ‖e−Φ‖−1

L1 . Suppose also that

(5.2.16) divG = 〈G,DΦ〉,

i.e. div(Ge−Φ) = 0. If (T (t)) denotes the semigroup associated with A, then (T (t)) is generated
by (A,Dmax(A)) and µ is its unique invariant measure.

Proof. Uniqueness follows immediately from the irreducibility and the strong Feller property
(see Proposition 5.2.2 and Theorem 5.1.8). For the existence part, we split the proof in two steps.

Step1. The closure (B,D(B)) of (A,C∞c (RN )) generates a strongly continuous semigroup
(S(t)) in L1(RN , µ).

Let us prove that (A,C∞c (RN )) is dissipative in L1(RN , µ). Let λ > 0 and u ∈ C∞c (RN ) be
fixed. Multiplying the equation λu− Au = f by signu and integrating on RN with respect to µ
we obtain

λ

∫
RN
|u|e−Φdx−

∫
RN

(∆u− 〈DΦ, Du〉) signu e−Φdx+
∫

RN
〈G,Du〉 signu e−Φdx

=
∫

RN
f signu e−Φdx.

Since ∆u− 〈DΦ, Du〉 = eΦdiv(e−ΦDu) and (Du) signu = D|u| we get

λ

∫
RN
|u|e−Φdx−

∫
RN

div(e−ΦDu) signu dx+
∫

RN
〈G,D|u|〉e−Φdx =

∫
RN

f signu e−Φdx.

We claim that
∫

RN div(e−ΦDu) signu dx ≤ 0. Let ϕn ∈ C1(R) be such that |ϕn| ≤ 1, ϕ′n ≥ 0 and
ϕn(t)→ signt for all t 6= 0. Then, by dominated convergence, we have∫

RN
div(e−ΦDu) signu dx = lim

n→∞

∫
RN

div(e−ΦDu)ϕn(u)dx

= − lim
n→∞

∫
RN

e−Φ|Du|2ϕ′n(u)dx ≤ 0,

as claimed. Integrating by parts and taking (5.2.16) into account we deduce that∫
RN
〈G,D|u|〉e−Φdx = 0.

It follows that
λ

∫
RN
|u|e−Φdx ≤

∫
RN
|f |e−Φdx,
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which means λ‖u‖L1(RN ,µ) ≤ ‖λu−Au‖L1(RN ,µ).
Next we show that (I −A)C∞c (RN ) is dense in L1(RN , µ). Let g ∈ L∞(RN ) be such that

(5.2.17)
∫

RN
(u−Au)ge−Φdx = 0, ∀ u ∈ C∞c (RN ).

Since, in particular, ge−Φ ∈ L2
loc(RN ), from a classical result of local regularity for distributional

solutions of elliptic equations (see [1] for p = 2 and [2] for general p and also [5]) it follows that
ge−Φ ∈ H1

loc(RN ), if λ is sufficiently large and, as a consequence, g ∈ H1
loc(RN ). This leads to

(5.2.18)
∫

RN
u g e−Φdx+

∫
RN
〈Du,Dg〉e−Φdx+

∫
RN
〈G,Du〉g e−Φdx = 0

for every u ∈ H1(RN ) with compact support. Indeed, if u is such a function, set un = %n∗u, where
%n is a standard sequence of mollifiers. Then un ∈ C∞c (RN ) and un converges to u in H1(RN ),
as n→∞. Moreover, we can find R > 0 sufficiently large in such a way that suppun and suppu
are contained in BR, for every n ∈ N. Now, each un satisfies (5.2.17), hence, integrating by parts,
we have ∫

RN
un g e

−Φdx+
∫

RN
〈Dun, Dg〉e−Φdx+

∫
RN
〈G,Dun〉g e−Φdx = 0

Letting n→∞, we obtain (5.2.18). Let η be in C∞c (RN ) such that η ≡ 1 in B1, 0 ≤ η ≤ 1, η ≡ 0
in RN \B2 and set ηn(x) = η( xn ). Plugging g η2

n into (5.2.18) we find∫
RN

g2η2
ne
−Φdx +

∫
RN

η2
n|Dg|2e−Φdx+ 2

∫
RN
〈Dηn, Dg〉ηng e−Φdx(5.2.19)

+
∫

RN
〈G,Dg〉g η2

ne
−Φdx+ 2

∫
RN
〈G,Dηn〉g2ηne

−Φdx = 0.

Integrating by parts and recalling (5.2.16) it follows that∫
RN
〈G,Dg〉g η2

ne
−Φdx = −

∫
RN
〈G,Dηn〉g2ηne

−Φdx,

therefore from (5.2.19) we deduce∫
RN

g2η2
ne
−Φdx+

∫
RN

η2
n|Dg|2e−Φdx = −2

∫
RN
〈Dηn, Dg〉ηng e−Φdx

−
∫

RN
〈G,Dηn〉g2ηne

−Φdx

≤ 2c
n

∫
RN

ηn|g| |Dg|e−Φdx+
c

n

∫
RN
|g|2 |G|e−Φdx

≤ c

n

∫
RN

η2
n|Dg|2e−Φdx+

c

n
‖g‖2∞

∫
RN

e−Φdx

+
c

n
‖g‖2∞

∫
RN
|G|e−Φdx.

For n large 1− c
n > 0, hence∫

RN
g2η2

ne
−Φdx ≤ c

n
‖g‖2∞

∫
RN

e−Φdx+
c

n
‖g‖2∞

∫
RN
|G|e−Φdx.

Letting n → ∞ and using monotone convergence, we find that g = 0, which implies that I − A
has dense range.

Since C∞c (RN ) is dense in L1(RN , µ), from the Lumer-Phillips Theorem (see e.g. [21, Theorem
II.3.15]) Step1 follows. We observe that, by construction, C∞c (RN ) is a core for B. Then µ is
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an invariant measure for the generated semigroup (S(t)), since, integrating by parts we have∫
RN Auµ(dx) = 0, for all u ∈ C∞c (RN ) (see Proposition 5.1.2).

Step2. The semigroups (T (t)) and (S(t)) coincide on Cb(RN ).
Let first f ∈ C∞c (RN ), f ≥ 0. By construction, u(t, x) = T (t)f(x) is the limit of uρ(t, x), as

ρ → +∞, where uρ solves (5.2.4). Since f is positive, the classical maximum principle implies
that the sequence (uρ) increases with ρ. Moreover, if suppf ⊂ BR, then uR ∈ C1,2([0, T ]×BR).
Integrating the equation DtuR = AuR on BR with respect to µ and using (5.2.16), we find

Dt

∫
BR

uR(t, x)µ(dx) =
∫
BR

AuR(t, x)µ(dx) = a

∫
BR

div(e−ΦDuR)dx

−a
∫
BR

〈G,DuR〉e−Φdx

= a

∫
∂BR

∂uR
∂ν

(t, x)e−Φσ(dx) + a

∫
BR

divGuR e−Φdx

−a
∫
BR

〈G,DΦ〉uR e−Φdx− a
∫
∂BR

〈G, ν〉uR e−Φdx

= a

∫
∂BR

∂uR
∂ν

(t, x)e−Φσ(dx)

where σ is the surface measure on ∂BR and ν the outward unit normal vector to BR. Since uR ≥ 0
in BR and uR = 0 on ∂BR, it follows that ∂uR

∂ν (t, x) ≤ 0, hence the map t →
∫
BR

uR(t, x)µ(dx)
is decreasing. This yields∫

BR

uR(t, x)µ(dx) ≤
∫
BR

f(x)µ(dx), t > 0

and, by monotone convergence, ‖T (t)f‖L1(RN ,µ) ≤ ‖f‖L1(RN ,µ). If f ∈ Cb(RN ) and f ≥ 0, let
fn ∈ C∞c (RN ) be such that fn ≥ 0, ‖fn‖∞ ≤ ‖f‖∞ and fn(x) → f(x), for every x ∈ RN .
Then T (t)fn(x) → T (t)f(x) and the same estimate holds by dominated convergence. Finally,
since T (t) is positive, we have |T (t)f | ≤ T (t)|f |, for every f ∈ Cb(RN ), hence ‖T (t)f‖L1(RN ,µ) ≤
‖f‖L1(RN ,µ). It follows that (T (t)) can be extended to a strongly continuous semigroup of positive
contractions on L1(RN , µ), denoted by (T̃ (t)), with generator (Ã,D(Ã)).

Let f ∈ C∞c (RN ). Then f belongs to D̂, where D̂ is the domain of A as weak generator of
(T (t)). This means that supt>0

‖T (t)f−f‖∞
t is finite and limt→0

T (t)f(x)−f(x)
t = Af(x), for every

x ∈ RN . By dominated convergence, the above equality is also true in L1(RN , µ). Therefore
f ∈ D(Ã) and Ãf = Af = Bf . Hence, C∞c (RN ) is contained in D(Ã) and Ã coincide with B on
C∞c (RN ). If f ∈ D(B), since C∞c (RN ) is a core of B, we can find a sequence (fn) in C∞c (RN )
such that fn → f and Ãfn = Bfn → Bf in L1(RN , µ). Since (Ã,D(Ã) is closed in L1(RN , µ)
it turns out that f ∈ D(Ã) and Ãf = Bf . Thus we have established that Ã is an extension
of B. Since they are both generators, they must coincide, hence T̃ (t) = S(t) on L1(RN , µ). In
particular T (t) = S(t) on Cb(RN ), as claimed. Concerning the last assertion, we observe that
T (t)1l = 1l, since T (t)1l ≤ 1l and

∫
RN (T (t)1l− 1l)e−Φdx = 0. Proposition 5.2.7 concludes the proof.

Let us consider again A as in (5.2.1). Our next result shows that the invariant measure of
T (t), when exists, is absolutely continuous with respect to the Lebesgue measure | · |. In this way,
we extend the situation of Theorem 5.2.10 to the general case, even though it is not possible any
more to know the density explicitly.

Proposition 5.2.11 Assume that µ is the invariant measure of T (t). Then µ is absolutely
continuous with respect to | · | and its density %(x) is strictly positive | · | almost everywhere.
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Proof. Since (T (t)) is regular (see Propositions 5.2.2 and 5.1.9) all the probability measures
p(t, x, ·) are equivalent. Moreover, µ is equivalent to p(t, x, ·) for all t > 0 and x ∈ RN (see
Theorem 5.1.8). Since p(t, x, ·) is absolutely continuous with respect to the Lebesgue measure | · |
(see (5.2.5)), it follows that µ is absolutely continuous with respect to | · |, too. Let % ∈ L1(RN )
be its density. It is clear that % ≥ 0. We prove that % is strictly positive | · |-a.e. If Γ is a Borel set
such that |Γ| > 0, then

∫
Γ
%(x)dx = µ(Γ) = PtχΓ =

∫
Γ
p(t, x, y)dy > 0 since p is positive. Since

Γ was arbitrary the thesis follows.

Remark 5.2.12 As a consequence of the above proposition, we have that if an invariant measure
of (T (t)) exists, then T (t)1l = 1l and therefore T (t) is generated by (A,Dmax(A)) (see Propositions
5.2.3 and 5.2.7). Indeed, one has T (t)1l ≤ 1l and

∫
RN (T (t)1l− 1l)%(x)dx = 0, with %(x) > 0 | · |-a.e.

from Proposition 5.2.11.

Moreover, recalling Proposition 5.1.2, we have that (T (t)) extends to a strongly continuous
semigroup in Lp(RN , µ), for every 1 ≤ p < ∞. Here we have more information, since we can
identify the generator (Ap, D(Ap)), relating it to the original operator A.

Proposition 5.2.13 Assume that µ is an invariant measure of (T (t)). Then Dmax(A) is a core
of (Ap, D(Ap)) in Lp(RN , µ), hence (Ap, D(Ap)) is the closure of (A,Dmax(A)) in Lp(RN , µ).

Proof. We continue to denote by (T (t)) the extended semigroup in Lp(RN , µ). In order to
prove that Dmax(A) is a core of (Ap, D(Ap)), it is sufficient to show that

(i) Dmax(A) ⊂ D(Ap);

(ii) Dmax(A) is dense in Lp(RN , µ);

(iii) Dmax(A) is invariant under the semigroup.

Let f ∈ Dmax(A). Then supt>0
‖T (t)f−f‖∞

t is finite and limt→0
T (t)f(x)−f(x)

t = Af(x), for every
x ∈ RN . By dominated convergence, we have easily that∥∥∥∥T (t)f − f

t
−Af

∥∥∥∥
Lp(RN ,µ)

→ 0, as t→ 0.

Therefore f ∈ D(Ap) and Apf = Af . Concerning (ii), we show that C∞c (RN ), which is contained
in Dmax(A), is dense in Lp(RN , µ). Let first u ∈ Cc(RN ). If (%n) is a standard sequence of
mollifiers, then %n ∗ u ∈ C∞c (RN ) converges uniformly to u as n→∞. Since∫

RN
|%n ∗ u(x)− u(x)|p%(x)dx ≤ ‖%n ∗ u− u‖p∞,

it follows that %n ∗ u converges to u in Lp(RN , µ), too. This proves that C∞c (RN ) is dense in
Cc(RN ) with respect to the norm of Lp(RN , µ). Since Cc(RN ) is dense in Lp(RN , µ) (see [51,
Theorem III.3.14]), assertion (ii) follows.

Finally, taking into account the fact that (A,Dmax(A)) generates (T (t)) in Cb(RN ), (iii) is
clear. At this point, [21, Proposition II.1.7] leads to the conclusion.

5.3 Characterization of the domain of a class of elliptic

operators in Lp(RN , µ)

The aim of the present section is to study the following class of operators

B = div(qD)− 〈qDΦ, D〉+ 〈G,D〉
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in the space Lp(RN , µ), 1 < p <∞, where dµ = e−Φdx. In particular, our purpose is to provide
an explicit description of the domain under which B generates a strongly continuous semigroup
in Lp(RN , µ). Our main tools are the results of Chapter 1, where the same problem has been
studied for differential operators in Lp(RN ). In fact, via the transformation v = e−

Φ
p u, the

operator B on Lp(RN , µ) is similar to an operator A of the form (1.0.1) in the unweighted space
Lp(RN ). Suitable assumptions on the coefficients q,Φ, G allow to apply the generation results
of Chapter 1 to the transformed operator so that, via the inverse transformation, we can deduce
that B, endowed with the domain

(5.3.1) Dµ = {u ∈W 2,p(RN , µ) | 〈G,Du〉 ∈ Lp(RN , µ)}

generates a strongly continuous semigroup (T (t)) on Lp(RN , µ). We note that, in particular, the
measure µ can be the invariant measure of (T (t)). This is the case if an additional condition is
satisfied (see (A4’) below). By W k,p(RN , µ) we mean the weighted Sobolev space

W k,p(RN , µ) =
{
u ∈W k,p

loc (RN ) | Dαu ∈ Lp(RN , µ), |α| ≤ k
}
.

In order to prove that (B,Dµ) is a generator, we make the following assumptions on the coeffi-
cients:

(A1) q = (qij) is a symmetric matrix, with qij ∈ C1
b (RN ) and there exists ν > 0 such that

〈qξ, ξ〉 =
∑N
i,j=1 qij(x)ξiξj ≥ ν|ξ|2, for all x, ξ ∈ RN ,

(A2) Φ ∈ C2(RN ), G ∈ C1(RN ; RN ) and
∫

RN e
−Φ(x)dx <∞,

(A3) for all ε > 0 there exists cε > 0 such that |G|+ |DG|+ |D2Φ|2 ≤ ε|DΦ|2 + cε,

(A4) |divG− 〈G,DΦ〉| ≤ ε|DΦ|2 + cε,

(A4’) div G = 〈G,DΦ〉.

Since |divG| ≤
√
N |DG| and (A3) holds, (A4) actually says that |〈G,DΦ〉| ≤ ε|DΦ|2 + cε. Here

and in the sequel, cε denotes a nonnegative constant which may go to infinity when ε goes to
zero. It may change from line to line, but this is irrelevant to our interests.

We observe that the condition on Φ included in (A3) is satisfied by any polynomial whose
homogeneous part of maximal degree is positive definite. However, it fails in R2 for the function
x2y2. Moreover, we note that it implies the weaker condition |D2Φ| ≤ ε|DΦ|2 + cε, which is
assumed in [41] together with a more restrictive assumption on G. If qij = δij and Φ = |x|2/2
then we obtain the Ornstein Uhlenbeck operator perturbed with a non symmetric drift G:

∆− 〈x,D〉+ 〈G,D〉.

If G is such that 〈G(x), x〉 = 0 for every x ∈ RN , then assumption (A3) is verified if

|G(x)|+ |DG(x)| ≤ ε|x|2 + cε,

i.e. if G and its derivatives grow a little bit less than quadratically. Since 〈G(x), x〉 = 0, this
implies automatically (A4). For example, in R2 one can considerG(x1, x2) = (−x2, x1)×h(x1, x2),
where h ∈ C1(R2). Since |G| = |x| |h|, and |DG|2 = |x|2|Dh|2 + 2h2 + 2h〈x,Dh〉, the function
h has to satisfy the condition |h(x)| ≤ ε|x| + cε, for every ε > 0. Then a possible choice is
h(x) = (|x|2 + 1)α/2, with 0 < α < 1. This situation is excluded in [41].

Replacing (A4) with (A4’) we obtain that µ is the invariant measure for the generated semi-
group, as we will see in Proposition 5.3.4.
We first need some technical lemmas. These results are completely similar to those of [41] and
we give the proof for the sake of completeness. It is useful to observe that one can easily check,
as in Lemma 1.3.1, that C∞c (RN ) is dense in W k,p(RN , µ).
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Lemma 5.3.1 Let 1 < p < ∞ and assume that Φ ∈ C2(RN ) with
∫

RN e
−Φ(x)dx < ∞. If for

some ε < 1 there exists cε > 0 such that

(5.3.2) ∆Φ + (p− 2)(1 + |DΦ|2)−1〈D2ΦDΦ, DΦ〉 ≤ ε|DΦ|2 + cε

then the map u→ u|DΦ| is bounded from W 1,p(RN , µ) to Lp(RN , µ) and the map u→ |Du| |DΦ|
is bounded from W 2,p(RN , µ) to Lp(RN , µ). Therefore, the operator B is bounded from Dµ in
Lp(RN , µ).

Proof. Let 1 < p <∞ be fixed. Since C∞c (RN ) is dense in W 1,p(RN , µ), it is sufficient to prove
that

‖u|DΦ| ‖Lp(RN ,µ) ≤ c(‖u‖Lp(RN ,µ) + ‖Du‖Lp(RN ,µ)),

for u ∈ C∞c (RN ) and for some constant c > 0. Since tp ≤ a(1 + t2)
p
2−1t2 + b for all t ≥ 0 and for

some suitable constants a, b > 0, we have only to estimate
∫

RN (1 + |DΦ|2)
p
2−1|DΦ|2|u|pe−Φdx.

Integrating by parts and using (5.3.2) we obtain∫
RN

(1 + |DΦ|2)
p
2−1|DΦ|2|u|pe−Φdx = −

∫
RN

(1 + |DΦ|2)
p
2−1〈DΦ, De−Φ〉|u|pdx =

(p− 2)
∫

RN
|u|p(1 + |DΦ|2)

p
2−2〈D2ΦDΦ, DΦ〉e−Φdx+

∫
RN

(1 + |DΦ|2)
p
2−1∆Φ|u|pe−Φdx

+p
∫

RN
|u|p−2u(1 + |DΦ|2)

p
2−1〈DΦ, Du〉e−Φdx ≤ ε

∫
RN

(1 + |DΦ|2)
p
2−1|DΦ|2|u|p dµ+

cε

∫
RN

(1 + |DΦ|2)
p
2−1|u|p dµ+ p

∫
RN
|u|p−1(1 + |DΦ|2)

p
2−1|DΦ| |Du|dµ.

Applying the inequality (1 + t2)
p
2−1 ≤ η(1 + t2)

p
2−1t2 + cη, which holds for all η > 0, we deduce

(1− ε)
∫

RN
(1 + |DΦ|2)

p
2−1|DΦ|2|u|pe−Φdx ≤ cε η

∫
RN

(1 + |DΦ|2)
p
2−1|DΦ|2|u|pdµ+(5.3.3)

cε cη

∫
RN
|u|pdµ+ p

∫
RN

(
|u|p−1(1 + |DΦ|2)

p
2−1|DΦ|

)
|Du|dµ.

Choosing η = 1−ε
2cε

and using Young’s inequality to estimate the last term in (5.3.3), we find that
for all δ > 0

1− ε
2

∫
RN

(1 + |DΦ|2)
p
2−1|DΦ|2|u|pe−Φdx ≤ cε cη

∫
RN
|u|pdµ

+δ
∫

RN
|u|p(1 + |DΦ|2)(

p
2−1)p′ |DΦ|p

′
dµ+ cδ

∫
RN
|Du|pdµ,

where p′ is the conjugate exponent of p. Now, the inequality (1+t2)(
p
2−1)p′tp

′ ≤ k1(1+t2)
p
2−1t2+

k2, which holds for certain constants k1, k2 > 0, and a suitable choice of δ conclude the proof.

Lemma 5.3.2 Let 1 < p < ∞ and assume that Φ ∈ C2(RN ) with
∫

RN e
−Φ(x)dx < ∞ and such

that for all ε > 0 there exists cε with the following property

(5.3.4) |D2Φ| ≤ ε|DΦ|2 + cε.

Then the map u→ u |DΦ|2 is bounded from W 2,p(RN , µ) to Lp(RN , µ).

Proof. Let u ∈ C∞c (RN ). Then the vector function uDΦ ∈ W 1,p(RN ) and from Lemma 5.3.1
it follows that

‖u|DΦ|2‖Lp(RN ,µ) ≤ C‖uDΦ‖W 1,p(RN ,µ)

≤ C(‖uDΦ‖Lp(RN ,µ) + ‖〈Du,DΦ〉‖Lp(RN ,µ) + ‖uD2Φ‖Lp(RN ,µ)).
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Using again Lemma 5.3.1 and applying (5.3.4) we have

‖u|DΦ|2‖Lp(RN ,µ) ≤ C ′(‖u‖W 1,p(RN ,µ) + ‖u‖W 2,p(RN ,µ) + ε‖u|DΦ|2‖Lp(RN ,µ) + cε‖u‖Lp(RN ,µ)).

Choosing ε sufficiently small we get the statement for u ∈ C∞c (RN ). The general case follows by
density.

We observe that under assumptions (A2) and (A3) Lemmas 5.3.1 and 5.3.2 hold.
Now, we are ready to prove the main result of this section. It is useful to introduce the

quantities

L = sup
x∈RN

( N∑
i,j=1

|Dqij(x)|2
) 1

2
(5.3.5)

M = sup
x∈RN

max
|ξ|=1
〈qξ, ξ〉 = sup

RN

( N∑
i,j=1

(qij(x))2
) 1

2

Theorem 5.3.3 Let 1 < p < ∞ and assume that hypotheses (A1), (A2), (A3) and (A4) are
satisfied. Then the operator (B,Dµ) generates a positive strongly continuous semigroup (T (t)) in
Lp(RN , µ).

Proof. Fix p ∈ (1,∞). As pointed out at the beginning of the section, we introduce a trans-
formation in order to deal with an operator in the unweighted space Lp(RN ). Let us define the
isometry

J : Lp(RN , µ) −→ Lp(RN )

u 7−→ Ju = e−
Φ
p u.

A straightforward computation shows that Bu = J−1B̃ Ju, for u ∈ C∞c (RN ), where

B̃ = div (qD) + 〈F,D〉 − V

with

F =
(

2
p
− 1
)
qDΦ +G,

V =
1
p

[(
1− 1

p

)
〈qDΦ, DΦ〉 − Tr (qD2Φ)− 〈G,DΦ〉 −

N∑
i,j=1

DiqijDjΦ
]
.

The proof is structured as follows. Setting U = 1
p

(
1− 1

p

)
〈qDΦ, DΦ〉, we first prove that

Step1 A = div (qD) + 〈F,D〉 − U , endowed with the domain

(5.3.6) Dp = {u ∈W 2,p(RN ) | 〈F,Du〉, Uu ∈ Lp(RN )},

generates a positive strongly continuous semigroup in Lp(RN ).

Then we deduce that

Step2 (B̃,Dp) generates a positive C0 semigroup in Lp(RN ).

Finally, we show that

Step3 (B,Dµ) generates a positive C0 semigroup in Lp(RN , µ).
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Proof of Step1. We want to show that under assumptions (A1)-(A4) the coefficients of A
satisfy the hypotheses of Theorem 1.1.2 with σ = 1 and µ = 0. More precisely, we claim that
there exist a constant α > 0, sufficiently small constants β, θ > 0, and constants cα, cβ , cθ ≥ 0
such that

(i) |DU | ≤ αU + cα,

(ii) |DF | ≤ βU + cβ ,

(iii) |F | ≤ θU + cθ.

As far as (i) is concerned, we have

|DkU | =
∣∣∣∣1p
(

1− 1
p

) N∑
i,j=1

DkqijDiΦDjΦ +
2
p

(
1− 1

p

) N∑
i,j=1

qijDikΦDjΦ
∣∣∣∣

≤ 1
p

(
1− 1

p

)
|DΦ|2 sup

RN

( N∑
i,j=1

|Dkqij |2
) 1

2

+
2
p

(
1− 1

p

)
|DΦ|

( N∑
i=1

|DikΦ|2
) 1

2

sup
RN

( N∑
i,j=1

|qij |2
) 1

2

≤ 1
p

(
1− 1

p

)
L|DΦ|2 +

2
p

(
1− 1

p

)
M |D2Φ||DΦ|,

where L and M are given in (5.3.5). From (A1) and (A3) and applying the inequality t ≤ η t2+cη,
which holds for every η > 0, it follows that

|DkU | ≤
1
p ν

(
1− 1

p

)
L〈qDΦ, DΦ〉+

2
p

(
1− 1

p

)
M(ε|DΦ|2 + cε|DΦ|)

≤ 1
p ν

(
1− 1

p

)
L〈qDΦ, DΦ〉+

2
p ν

(
1− 1

p

)
Mε〈qDΦ, DΦ〉

+
2
p ν

(
1− 1

p

)
Mcεη〈qDΦ, DΦ〉+

2
p

(
1− 1

p

)
Mcεcη

= αU + cα

where α = L+2M(ε+cεη)
ν and cα = 2

p

(
1− 1

p

)
Mcεcη, for arbitrary ε, η > 0. This leads to (i).

Now, similar computations yield

|DF | ≤
√

3
( ∣∣∣∣2p − 1

∣∣∣∣L|DΦ|+
∣∣∣∣2p − 1

∣∣∣∣M |D2Φ|+ |DG|
)

≤
√

3
( ∣∣∣∣2p − 1

∣∣∣∣ ε(L+M + 1)|DΦ|2 + cε

)
,

where cε depends on ε, p, L,M . Therefore |DF | ≤ βU + cβ , with β = O(ε) and cβ > 0 depending
on ε, p,M,L. Finally, condition (iii) follows easily from (A3). Indeed, one has

|F | ≤
√

2
(∣∣∣∣2p − 1

∣∣∣∣M |DΦ|+ |G|
)

≤
√

2
(∣∣∣∣2p − 1

∣∣∣∣Mε|DΦ|2 +
∣∣∣∣2p − 1

∣∣∣∣Mcε + ε|DΦ|2 + cε

)
= θU + cθ

with θ = O(ε) and cθ depending on ε,M, p. At this point, assumptions (H1’), (H2’), (H4’) and
(H5) of Theorem 1.1.2 are satisfied with σ = 1 and µ = 0. The smallness condition (1.1.7) is
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guaranteed by a suitable choice of ε and η. Note that the product α θ, and not α itself, has to
be small. Then Theorem 1.1.2 applies and we find that (A,Dp) generates a positive, strongly
continuous semigroup in Lp(RN ), with Dp given by (5.3.6). This concludes the proof of Step1.

Proof of Step2. Let us prove that divF + p(V + λ0) ≥ 0, for a suitable λ0 > 0. From
assumption (A3) we infer

divF + pV = 2
(

1
p
− 1
) N∑
j,k=1

DkqjkDjΦ + 2
(

1
p
− 1
)

Tr(qD2Φ) +
(

1− 1
p

)
〈qDΦ, DΦ〉

+divG− 〈G,DΦ〉

≥ 2
(

1
p
− 1
)√

NL|DΦ|+ 2
(

1
p
− 1
)
M |D2Φ|+

(
1− 1

p

)
ν|DΦ|2

−ε|DΦ|2 − cε

≥
[(

2
(

1
p
− 1
)

(
√
NL+M)− 1

)
ε+

(
1− 1

p

)
ν

]
|DΦ|2

+2
(

1
p
− 1
)

(
√
NL+M)cε − cε.

Choosing ε > 0 sufficiently small, we obtain divF + pV ≥ −p λ0, where λ0 > 0 depends on
p, ν, L,M . Under this condition, the operator (B̃,Dp) is quasi-dissipative in Lp(RN ) (see Lemma
1.3.2 and Remark 1.3.4). Moreover, we observe that, setting W = V − U , by (A4), (A3) and
(A1) respectively, we have

|W | ≤ 1
p
M |D2Φ|+ 1

p
|〈G,DΦ〉|+

√
NL

p
|DΦ|

≤ 1
p

(M + 1)ε|DΦ|2 +
1
p

(M + 1)cε +
√
N

p
|DG|+

√
NL

p
ε|DΦ|2 +

√
NL

p
cε

≤ ε

p

(
M +

√
N +

√
NL

)
|DΦ|2 +

1
p

(
M +

√
N +

√
NL

)
cε,

which means

(5.3.7) |W | ≤ ηU + cη,

for all η > 0. Then, if u ∈ Dp one deduces

‖Wu‖p ≤ 21− 1
p (η‖Uu‖p + cη‖u‖p)

and applying estimate (1.3.10) to the operator A we obtain

‖Wu‖p ≤ 21− 1
p (ηc‖Au‖p + ηc‖u‖p + cη‖u‖p) = δ‖Au‖p + cδ‖u‖p(5.3.8)

with δ > 0 arbitrarily small. Now, if λ > 0 is large enough, then λ ∈ ρ(A), since A is the generator
of a strongly continuous semigroup. This means that λ−A : Dp → Lp(RN ) is invertible, therefore
we may write

λ− B̃ = λ−A+W = [I +WR(λ,A)](λ−A).

It follows that λ − B̃ is invertible on Dp if and only if I + WR(λ,A) is invertible on Lp(RN ).
This is the case if ‖WR(λ,A)‖ < 1. Let f ∈ Lp(RN ). Applying (5.3.8) with u = R(λ,A)f and
considering the fact that (A,Dp) is quasi-dissipative, (see Lemma 1.6.1), we deduce

‖WR(λ,A)f‖p ≤ δ‖AR(λ,A)f‖p + cδ‖R(λ,A)f‖p
≤ δλ‖R(λ,A)f‖p + δ‖f‖p + cδ‖R(λ,A)f‖p

≤
(

δ λ

λ− λp
+ δ +

cδ
λ− λp

)
‖f‖p,
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if λ > λp, for a suitable λp. Choose δ < 1
6 . Then δ

(
1 + λ

λ−λp

)
< 1

2 for all λ ≥ 2λp. Let λ ≥ 2λp
be such that λ > λp + 2cδ. This implies that ‖WR(λ,A)f‖p ≤ a‖f‖p, with a < 1. Thus, we
have established that if λ is large enough, then λ− B̃ is invertible on Dp. This implies also that
(B,Dp) is closed and Step2 follows from the Hille Yosida Theorem [21].

Proof of Step3. As a consequence of Step2, B = J−1B̃J with domain D(B) = {u ∈
Lp(RN , µ) | Ju ∈ Dp} generates a positive C0-semigroup (T (t)) in Lp(RN , µ). We have to
show that D(B) = Dµ.

Let u ∈ D(B). Then v = Ju ∈ Dp, so in particular v ∈ W 2,p(RN ) and Uv ∈ Lp(RN ). Since
|DΦ|2 ≤ p2

(p−1)νU , we have that |DΦ|2v ∈ Lp(RN ). Therefore

e−
Φ
pDju =

1
p
vDjΦ +Djv ∈ Lp(RN ),

since |DΦ| ≤ |DΦ|2 + 1. Moreover, (A3) and the estimate

‖U 1
2Dv‖p ≤ K(‖∆v‖p + ‖Uv‖p)

(see [41, Proposition 2.3]) yield

e−
Φ
pDiju =

1
p
vDijΦ +Dijv +

1
p
DjvDiΦ +

1
p
DivDjΦ +

1
p2
vDiΦDjΦ ∈ Lp(RN ),

i.e. u ∈W 2,p(RN , µ). Recalling (5.3.7), we have

(5.3.9) |V | ≤ (η + 1)U + cη,

hence V v ∈ Lp(RN ). Since v ∈ Dp, we have that v ∈ W 2,p(RN ) and 〈F,Dv〉 ∈ Lp(RN ),
then B̃v ∈ Lp(RN ), which implies that Bu = J−1B̃v ∈ Lp(RN , µ). From Lemma 5.3.1 and
the fact that qij ∈ C1

b (RN ) it follows that div(qDu), 〈qDΦ, Du〉 ∈ Lp(RN , µ). By difference,
〈G,Du〉 ∈ Lp(RN , µ) and then u ∈ Dµ.

Conversely, let u ∈ Dµ and set v = Ju. Then, by Lemma 5.3.1

Djv = e−
Φ
p

(
−1
p
uDjΦ +Dju

)
∈ Lp(RN ).

Now, Lemma 5.3.2 implies that |DΦ|2v ∈ Lp(RN ). Then, since U ≤ 1
p

(
1− 1

p

)
M |DΦ|2 and

(5.3.9) holds, we obtain that Uv, V v ∈ Lp(RN ). Using again Lemma 5.3.1 and (A3) we get

Dijv = e−
Φ
p

(
Diju−

1
p
uDijΦ +

1
p2
uDiΦDjΦ−

1
p
DjuDiΦ−

1
p
DiuDjΦ

)
∈ Lp(RN ).

Therefore v ∈ W 2,p(RN ). Since Bu ∈ Lp(RN , µ), we have that B̃v = JBu ∈ Lp(RN ). By
difference, it follows that 〈F,Dv〉 ∈ Lp(RN ). Therefore u ∈ D(B) and we have proved that
D(B) = Dµ. This concludes the proof.

In the proposition below, we show that assuming (A4’) instead of (A4), the measure µ turns
out to be the invariant measure of the semigroup yielded by Theorem 5.3.3.

Proposition 5.3.4 Assume that (A1), (A2), (A3), (A4’) hold. Then µ is, up to a multiplicative
constant, the unique invariant measure of the semigroup (T (t)) generated by (B,Dµ).

Proof. We claim that C2
c (RN ) is a core of B. Recalling the notation introduced in the proof

of Theorem 5.3.3, from Lemma 1.3.1 it follows that C∞c (RN ) is a core of B̃. This easily implies
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that J−1(C∞c (RN )) is a core of B. Indeed, take u ∈ Dµ and consider v = Ju ∈ Dp. Let (vn) be
a sequence in C∞c (RN ) such that vn → v and B̃vn → B̃v in Lp(RN ). Set un = J−1vn. Then
un ∈ J−1(C∞c (RN )) and un → u, Bun = J−1B̃vn → J−1B̃v = Bu in Lp(RN , µ). Now, since
J−1(C∞c (RN )) ⊂ C2

c (RN ) ⊂ Dµ the statement follows. Therefore, in order to show that µ is
an invariant measure of (T (t)), it is sufficient to prove that

∫
RN Budµ = 0, for all u ∈ C2

c (RN )
(see Proposition 5.1.2). This follows easily integrating by parts and taking condition (A4’) into
account. Indeed,∫

RN
Budµ =

∫
RN

div (e−ΦqDu)dx+
∫

RN
〈G,Du〉e−Φdx

= −
∫

RN
divGue−Φdx+

∫
RN
〈G,DΦ〉u e−Φdx = 0.

To see that µ is the unique invariant measure of T (t), we first note that T (t) is the extension
to Lp(RN , µ) of the semigroup generated by (B,Dmax(B)) in Cb(RN ), where Dmax(B) = {u ∈
Cb(RN ) ∩ W 2,q

loc (RN ) for all q < ∞ | Au ∈ Cb(RN )} (see Section 5.2). Indeed, since C2
c (RN )

is a core for (B,Dµ) and since C2
c (RN ) is contained in Dmax(B), we deduce that Dmax(B) is

also a core for (B,Dµ), hence (B,Dµ) is the closure of (B,Dmax(B)) in Lp(RN , µ). Recalling
Proposition 5.2.13, we get that the semigroup generated by (B,Dµ) is the extension of that
generated in Cb(RN ), as claimed. At this point, the uniqueness of µ as invariant measure follows,
as usual, from the irreducibility and the strong Feller property (see Proposition 5.2.2).
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