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Abstract. BGG resolutions and generalized BGG resolutions from representation theory of
semisimple Lie algebras have been generalized to sequences of invariant differential operators on
manifolds endowed with a geometric structure belonging to the family of parabolic geometries.
Two of these structures, occur as conformal structures and projective structures occur as
weakenings of a Riemannian metric respectively of a specified torsion-free connection on the
tangent bundle. In particular, one obtains BGG sequences on open subsets of R" as very
special cases of the construction. It turned out that several examples of the latter sequences
are of interest in applied mathematics, since they can be used to construct numerical methods
to study operators relevant for elasticity theory, numerical relativity and related fields.

This article is intended to provide an intermediate level between BGG sequences for
parabolic geometries and the case of domains in R™. We provide a construction of confor-
mal BGG sequences on Riemannian manifolds and of projective BGG sequences on manifolds
endowed with a volume preserving linear connection on their tangent bundle. These construc-
tions do not need any input from parabolic geometries. Except from standard differential
geometry methods the only deeper input comes from representation theory. So one can either
view the results as a simplified version of the constructions for parabolic geometries in an
explicit form. Alternatively, one can view them as providing an extension of the simplified
constructions for domains in R™ to general Riemannian manifolds or to manifolds endowed
with an appropriate connection on the tangent bundle.

Keywords: Bernstein-Gelfand-Gelfand sequences, BGG sequences, BGG machinery, geo-
metric prolongation, invariant differential operators

MSC 2020 classification: primary: 58J10; secondary: 35N10,53B20, 53C07, 53C21, 58A12

1 Introduction

The origin of BGG sequences lies in pure algebra. For an irreducible repre-
sentation V of a complex semisimple Lie algebra g, I.N. Bernstein, I.M. Gelfand
and S.I. Gelfand constructed in [7] a resolution of V by homomorphisms of
Verma modules. In [29], this was generalized by J. Lepowsky to a resolution by
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homomorphisms of generalized Verma modules associated to a parabolic subal-
gebra p C g. These results have a connection to geometry via a duality relating
homomorphisms between certain induced modules to invariant differential op-
erators acting on sections of homogeneous vector bundles over a homogeneous
space. Via this duality, the homomorphisms showing up in the resolutions con-
structed in [7] correspond to invariant differential operators between sections of
homogeneous line bundles over the full flag manifold of a complex Lie group G
with Lie algebra g. Likewise, in the setting of [29] there is a relation to invariant
differential operators acting on sections of homogeneous vector bundles over the
generalized flag manifold G/ P, that are induced by irreducible representations
of an appropriate parabolic subgroup P C G.

Via complexification, these results are also related to invariant differen-
tial operators on homogeneous vector bundles over real generalized flag man-
ifolds G/P. For appropriate choices of G and P, these generalized flag mani-
folds are the homogeneous model for geometric structures, which are of broad
interest in differential geometry. In particular, for the connected component
G := 50p(n+1,1) of the identity in the orthogonal group of a Lorentzian inner
product in dimension n + 2, there is just one parabolic subgroup P up to conju-
gation, namely the stabilizer of an isotropic line in R**51, It then turns out that
G/P = S™ with the action identifying G with the group of all orientation pre-
serving conformal isometries of S™. Thus there is a relation of Lepowsky’s gen-
eralized BGG resolutions to conformally invariant differential operators, which
was exploited for example in the work [22] of M.G. Eastwood and J.W. Rice.
In the 1970’s and 80’s it became also clear, that other generalized flag mani-
folds are related to interesting geometric structures. In particular, the unitary
group SU(n+1,1) in a similar way leads to the homogeneous model of strictly
pseudo-convex CR structures of hypersurface type, which is the starting point
for several parallel developments in CR geometry and conformal geometry, that
turned out to be very fruitful.

Motivated by this, a general study of geometries with homogeneous model a
real or complex generalized flag manifold was initiated in the 1990’s under the
name “parabolic geometries”, see [17] for an introduction. One of the early suc-
cesses of this theory was a general version of the BGG construction in the setting
of differential operators in [19]. This construction does not only work for the
homogeneous model (and provide resolutions of locally constant sheaves there)
but for arbitrary curved geometries, where it leads to sequences of differential
operators that are intrinsic to the geometric structure in question. Proving ex-
istence of such operators in the curved setting is a major problem that is solved
by this construction in many cases. The basis for this construction is an equiva-
lent description of the geometric structures in the family as Cartan geometries.
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Tools derived from this description are an essential ingredient, which makes the
construction not easily accessible. While these tools are not needed in what fol-
lows, we have to discuss them briefly to explain the spirit and applications of
BGG sequences and motivate the further developments.

The Cartan description gives rise to a special class of natural vector bundles
called tractor bundles. These are rather exotic objects since the action of mor-
phisms on them depends on higher order jets in a point, but each such bundle
comes with a linear connection canonically associated to the geometry. These so-
called tractor connections can be coupled to the exterior derivative to obtain the
twisted de Rham sequence of differential forms with values in the given tractor
bundle. By construction, this is a sequence of differential operators of order one
defined on sections of natural bundles which are intrinsically associated to the
geometry. On the other hand, Lie algebra theory gives rise to algebraic struc-
tures on the bundles of tractor-bundle-valued forms, basically a filtration by
smooth subbundles and a tensorial operation mapping k-forms to (k — 1)-forms.
These can then be used to define natural subquotient bundles that are associ-
ated to Lie algebra homology spaces and are more standard geometric objects.
Moreover, the twisted de Rham sequence can be “compressed” to a sequence
of higher order operators acting on sections of these subquotient bundles. By
construction, these so-called BGG-operators also are naturally associated to the
geometry.

On geometries locally isomorphic to the homogeneous model G/ P, all tractor
connections are flat. Hence each of the twisted de Rham sequences is a complex
and a fine resolution of the sheaf of local parallel sections of the tractor bun-
dle in question. Analyzing the construction carefully, one concludes that also
the induced BGG sequence is a complex and computes the same cohomology
and thus also is a fine resolution. For general geometries, the curvature of any
tractor connection equivalently encodes the Cartan curvature, so one does not
obtain complexes. But there still is a close relation between the two sequences
which allows one to switch between a picture of simple operators on complicated
bundles and one of complicated operators on simple bundles. This is a crucial
input for many applications of BGG sequences on non-flat geometries. From the
perspective of the current paper, one should in particular mention applications
to the study of conformally compact metrics and in particular Poincaré-Einstein
metrics, see e.g. [14,23,25] and the analogs of these concepts in projective dif-
ferential geometry, for example [12,13].

Another line of applications of BGG sequences on curved geometries con-
cerns the first operators in BGG sequences, which turn out to always define an
overdetermined system of PDE. These contain many important examples like
Killing and conformal Killing operators on all types of tensor bundles. Here
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one still gets a close relation to parallel sections of the tractor bundle in ques-
tion. Modifying the tractor connections in a way that preserves the relation
between the sequences, one can interpret the construction as geometric prolon-
gation which allows to equivalently rewrite the overdetermined system defined
by the first BGG operator in first order closed form and hence describe its solu-
tions as parallel sections for a connection. There are several nice applications of
this idea, see e.g. [9,21], and it was developed systematically in [8], which also
contains several steps in the direction of the current article.

The second important input for this article came rather unexpected. One
example of a BGG sequence coming from projective differential geometry is a
version of the Riemannian deformation sequence, which (for the flat metric on
a domain in R3) is known as the Calabi complex or the fundamental complex
of linear elasticity, see [20]. Studying analytical properties of this complex with
the ultimate goal to develop efficient numerical methods for its study is of
considerable interest in the applied mathematics community. Finite element
methods for differential forms were developed between the 1970s and 1990s
and in the first decade of the 2000’s, a more complete, efficient picture for
the numerical analysis of (scalar) differential forms was developed under the
name finite element exterior calculus, see e.g. [1]. This raised some interest in
the geometric BGG construction (that is based on differential forms), which
in turn led to interaction between the communities and progress, see [2,3], in
that period. Unfortunately, there was not much interaction between the two
communities in the subsequent years and while there was quite a bit of further
activity on BGG-like constructions in the applied community, this was usually
based on ad-hoc constructions and did no use representation theory.

The interaction between the two communities was taken up again around
2020 in discussions of D. Arnold, K. Hu, and myself. After a longer period of
developing a common language and exchanging ideas and points of view, this
led to the joint article [15] of K. Hu and myself. In this article, we develop a
simplified version of the BGG construction in the setting of the flat metric and
flat connection on Lipschitz domains in R™, which also applies in low (Sobolev)
regularity. This is done in an abstract setting of Hilbert complexes with the
BGG sequences coming from representation theory as a major example. In a
followup article [16], we have shown that this approach can be used to carry over
constructions of Poincaré operators with good analytical properties for scalar
differential forms to the setting of BGG complexes (again in low regularity).

This sets the stage for the current paper. I'll present a version of the BGG
construction on Riemannian manifolds which avoids all the technical input on
parabolic geometries and tractors. This can either be viewed as a simplified
version of the geometric construction based on a choice of metric in a conformal
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class or a (volume-preserving) connection in a projective class. From that point
of view, one uses the realization of tractor bundles and tractor connections in
terms of such a choice as well as simplifications of the construction caused by
the fact that one does not aim for conformal invariance. Alternatively, it can
be viewed as a generalization of the approach of [15] to Riemannian manifolds
in a smooth setting. From that point of view, a substantial modification is
needed in the construction of the twisted complex, where curvature terms have
to be included in order to obtain complexes for non-flat metrics. In addition,
the operations based on the Levi-Civita connection do not lead to complexes
any more, so alternative descriptions of the cohomology are needed. On the
other hand, the actual BGG construction is quite close to the one in [15] (in the
setting we consider).

There are some technical difficulties that cannot be avoided, however. On the
one hand, considerable input from representation theory is needed, in particular
Kostant’s algebraic Hodge theory developed in [27]. It should be pointed out
that for parabolic geometries, parts of this machinery are automatically present
in the tractor connection, while in the approach of this article, they have to be
built in by hand. So it will not always be obvious why one proceeds in the chosen
way. In order to explicitly describe the bundles showing up in a BGG sequence,
one also needs to geometrically interpret Kostant’s description of Lie algebra
(co)homology from [27]. It is possible, however, to simply accept the results in
that direction, a detailed understanding of proofs is not needed (and probably
would also not be very helpful). On the other hand, in order to treat different
BGG sequences in a uniform fashion, a slightly unusual approach to Riemannian
geometry is helpful. We will work quite a lot with bundles induced by represen-
tations and natural bundle maps coming from equivariant maps between these
representations. However, in each case of interest, these can be brought to an
explicit form, and we will discuss this in examples.

2 Conformal BGG sequences on Riemannian mani-
folds

2.1 Background from Riemannian geometry

We first recall the relation between representation theory of the orthogonal
group O(n) and natural vector bundles on Riemannian n-manifolds. A Rie-
mannian metric g on an n-manifold M can be equivalently described via the
orthonormal frame bundle p : OM — M, which is a principal fiber bundle with
structure group O(n). Given a representation W of O(n) one can form the as-
sociated vector bundle OM x o,y W, which we will denote by WM — M. This
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gives a functorial relation between representations of O(n) and vector bundles
canonically associated to Riemannian n-manifolds, so O(n)-equivariant maps
between representations induce vector bundle maps between the corresponding
bundles. In particular, the standard representation of O(n) on R™ corresponds
to the tangent bundle T'M, while the adjoint representation on 0(n) corresponds
to the bundle o(7'M) of skew symmetric endomorphisms of 7'M . The correspon-
dence is compatible with all tensorial constructions.

The Levi-Civita connection of g can be equivalently described as a principal
connection on p : OM — M which in turn induces a linear connection on each
of the associated bundles WM. We will denote all these connections by V and
observe that they are compatible with all tensorial operations, which justifies
the uniform notation. From above, we know that the bundle maps induced by
o(n)-equivariant maps between representations are parallel for the Levi-Civita
connection. Let us elaborate on this in a special case that will be important in
what follows. For a representation W of O(n) we get the infinitesimal action of
o(n) on W, which defines a bilinear map o(n) x W — W. Passing to associated
bundles, we obtain a bilinear bundle map o(TM) x WM — WM. We will
denote both this map and the induced tensorial operation on sections by e, so
for ® e I'(0(T'M)) and 0 € I'(WM) we get oo € TOVM).

Denoting all these operations by the symbol e is justified by the fact that
they are compatible with constructions for natural vector bundles in a simple
way. This comes from the compatibility of the infinitesimal representation with
constructions. For example, for W = W; ® Wy, we get WM = Wi M @ Wo M
and by construction, we get ® o (0] ® 09) = (P e 01) ® 09 + 01 ® (P @ 03), and
so on. The fact that e is parallel for the Levi-Civita connection is equivalent to
the fact that for each vector field £ € X(M) and any o € I'(WM), we obtain

Ve(@oo)= (VD)oo +Pe(Veo). (2.1)

This can be made more explicit for concrete choices. For example, if W = R"
and WM = TM, then Pen = &(n) and (2.1) just boils down to the definition of
Vono(TM). If W =R™ the dual of the standard representation, then WM =
T*M and by definition of the dual representation, we obtain P ea = —a o ¢ for
a € QY (M), ie. (Pea)(n) = —a(®(n)). From this formula, one can easily verify
(2.1) directly. For higher degree forms and, more generally, for (2) -tensor fields,
one gets (P o t)(n,...,mx) = —>_; t(n, ..., ®(n:),...,m,) and again (2.1) can
be easily verified directly from this formula.

An example for the usefulness of the notation is the description of the cur-
vature of the Levi-Civita connection on all natural bundles. The Riemann cur-
vature tensor is the (zl,)) -tensor field R defined by

R(§777)(C) = Vian - vnv£< - V[g,n]c (2-2)
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for £,m,¢ € X(M). The well known symmetries of R imply that it can be viewed
as a two-form with values in o(T'M), i.e. as a section of A2T*M ® o(TM). It is
well known that for the induced connection on any natural vector bundle the
curvature is described via the natural action of this two-form. In our notation,
this means that for any natural bundle WM, any o0 € I'(WM) and &, € X(M),
we get

VeVyo —VyVeo — Vg o = R(€,n) e 0. (2.3)

2.2 Algebraic setup for conformal BGG’s

We consider R™*2 denote the standard basis by e, ..., e,4+1 and consider
the bilinear form b on R"*2 defined by

b(x,y) = ToYnt1 + Tnt1Y0 + D rq Tili-

Clearly, this has signature (1, 1) on the plane spanned by eg and e,,4+1 and equals
the standard inner product on the orthogonal subspace spanned by eq,...,e,,
so b is Lorentzian. We denote by G := O(b) the orthogonal group of b, i.e. the
group consisting of all C' € GL(n + 2,R) such that b(Cz,Cy) = b(x,y) for all
x,y € R"2, There is an obvious subgroup in O(b) consisting of those C for
which Cey = eg and Ce, 11 = e,41. Any matrix with this property also maps
the subspace spanned by e, ..., e, to itself and is orthogonal there, so we can
view this subgroup as O(n) C G.

The Lie algebra g := 0(b) of G consists of all matrices B such that 0 =
b(Bz,y) + b(x, By) for any z,y € R"*2. It is easy to describe this explicitly, c.f.
Section 1.6.3 of [17], as block matrices with blocks of sizes 1, n, and 1 of the
form

a Z 0
X A -Z'| withaeR, X eR",Z e R™ and A € o(n). (2.4)
0 —X' —a

Of course, the subgroup O(n) corresponds to the subalgebra formed by all ma-
trices with a = X = Z = 0. The block form can be viewed as defining a vector
space decomposition g = g_1 P go D g1, with the components spanned by X,
(a, A) and Z, respectively, so o(n) C go. The Lie bracket on g is given by the
commutator of matrices, which readily implies that this decomposition is com-
patible with the Lie bracket in the sense that [g;, g;] C gi+; for all 4, j. Here and
in what follows, we agree that g, = {0} if £ ¢ {—1,0,1}. Such a decomposition
is referred to as a |1|-grading on g.

In particular, the Lie bracket on g restricts to a bilinear map go X g_1 — g1
which extends the standard representation of o(n) C gg on g—; = R™. The
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remaining elements of gy (corresponding to (a,0) with a € R) act on g_; as
—aid, which shows that we get an identification of gg with the conformal Lie
algebra co(n) in this way. In the same way, the restriction go x g1 — g1 identifies
g1 with the dual of the standard representation of co(n).

There is a simple way to realize the |1|-grading. Namely, one considers the
element F € gg that corresponds to a =1 and A = 0. The adjoint action of E is
given by multiplication by ¢ on g; for any ¢ = —1,0, 1. The element F also acts
diagonalizable on the standard representation R"*2 of o(b) and the eigenspace
decomposition there corresponds to the block form of matrices used in (2.4)
and the eigenvalues are (from top to bottom) +1, 0, and —1. This extends to
arbitrary representations and since g is semisimple, we consider the infinitesimal
representation of o(b) on an irreducible representation V of O(b). It then turns
out that the eigenvalues of F form an unbroken string of the form A\, A\+1,..., A+
N for some A € Z and N € N. (This easily follows from the fact that all such
representations can be obtained from the standard representation via tensorial
constructions.) Viewing this as defining a decomposition V = @ij\ioVi we have
the fundamental property that for the infinitesimal action, we get g;-V; C V;;
(with similar conventions as before).

2.3 Passing to geometry

Fix an irreducible representation V of O(b) with the decomposition V =
EB;-V:OV]- as in §2.2. Then we can restrict to the subgroup O(n) C O(b) and
one easily concludes that each of the subspace V; is invariant under the action
of O(n). Hence if we form associated bundles over a Riemannian n-manifold
(M, g) as in §2.1 we get a decomposition VM = EB;VZOV]-M. In particular, the
components g; of g also give rise to associated bundles, which are TM for
i = —1, co(TM) for i = 0 and T*M for i = 1. Restricting the infinitesimal
representation of g on V (which is G-equivariant and hence O(n)-equivariant)
to the individual components g;, we get induced bundles maps as follows:

e An extension e : co(T'M) x VM — VM of the map defined in §2.1 such
that co(T'M) e V;M C V; M for any j.

e A bilinear bundle map o : TM x VM — VM such that TM e V;M C
Vi_1M.

e A bilinear bundle map e : T*M x VM — VM such that T*M e V;M C
ViyiM.

As before, we will also denote by e the induced tensorial operations on sections.
For a section s of VM, we will denote the component in V;M by s; and we
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will swap between the points of view that e is defined on all of VM or on the
individual components. So for a vector field n € X(M) and s € I'(VM) we get
nese€(VM) and (nes); =nes;ji € I'(V;M). Likewise for a € Q' (M), we
get (ves); =caesj_; € I'(V;M). As we have noted in §2.1, the fact that these
bundle maps come from equivariant maps between the inducing representation
implies that for £ € X(M), we get

Ve(nes)=(Ven)es+ne(Ves) (2.5)

and similarly for o @ s and the components 7 e s; and a e s;.

The fact that the infinitesimal representation is compatible with the Lie
bracket has several important consequences of us. On the one hand, g_; and gy
are abelian subalgebras of g, which implies that

me(nzes)=mnze(mnes) (2.6)
aje(ayes)=ase(ases). (2.7)

On the other hand, the identification of go with co(g—_1) is via the bracket. Thus
we see that for ® € co(T'M) we obtain

De(nes)—ne(des)=(d(n))es (2.8)
De(aes)—ae(Pes)=—(aod)es (2.9)

2.4 Examples

(1) Let us start with the standard representation V = R"*2 which we know
decomposes as Vo @V @ Vy, with the summands spanned by e+1, {e1,...,en}
and eg, respectively. The subalgebra o(n) acts trivially on the first and last
summand and via the standard representation on V. Hence sections of VoM and
VoM are just functions, while I'(V; M) = X(M ). Hence we can write s € I'(V M)
as a triple s = (f,(,h) for f,h € C°(M,R) and { € X(M) and in the block
form of (2.4) the 0-component f corresponds to the bottom component of the
vector. Computing in the block form (2.4) readily shows that

ne(f.¢,h) = (—g(n.¢),hn,0)  ae(f.¢,h)=(0,—fa* a((). (2.10)

Here we use the usual musical isomorphisms, i.e. a# € X(M) is characterized
by g(a#,1) = a(n) and the inverse isomorphism is denoted by 7 — 1°. Notice
that from these formulae, the identities (2.6) and (2.7) as well as (2.8) and (2.9)
for ® € T'(o(T'M)) are easily verified directly.

One has to be slightly careful with the action of co(7'M) on V as obtained in
§2.3, though, which is not the obvious one: The element E € gg from §2.2 acts
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by multiplication by —1 on g_; and hence corresponds to —id € co(T'M). But
it acts by multiplication by —1, 0 and 1 on Vy, V; and Vs, respectively. This
corresponds to the well known fact that in the conformal picture, the bundles
VoM and VoM are bundles of densities and not of functions, while Vi M is
a weighted tangent or cotangent bundle. Using this observation, the general
versions of (2.8) and (2.9) can be verified directly.

(2) One can now pass to more general representations and bundles via ten-
sorial constructions, but there is a choice of identifications one has to make. For
example, consider the irreducible representation W := S3V with the subscript
indicating trace-freeness with respect to the Lorentzian inner product. The de-
composition of V easily implies that W = Wy & --- @ Wy with Wy = SV,
W, Z2VoVy, Wy = (S2V1 ® Vo ® Va)g, W3 = V; ® Vg and Wy = S2V,.
As representations of O(n), these are just R in degree 0 and 4, R™ in degree
1 and 3 and SZR"™ @ R in degree 2. Hence a section of WM can be viewed as
(f1,C1, (D, f2), (o, f3) with f; € C°(M,R), ¢; € X(M) and ® a trace-free sym-
metric (g)—tensor field. For most components, it is also obvious how to relate
them to elements of SgV. Denoting symmetric tensor products by ©®, the ele-
ment with only non-trivial component f; can be realized as (f1,0,0) ® (1,0,0),
and likewise the element with only non-trivial component f3 corresponds to
(0,0, f3) ®(0,0,1). The elements with only non-trivial component ¢; or (2 can
be realized as (0,¢;,0) ® (1,0,0) and (0, 2,0) ® (0,0, 1), respectively.

For the component with only non-trivial entry ® things are still easy. We
can write ® = Y ,& © g such that Y, g(§,m) = 0, and this can be real-
ized as ) _,(0,&,0) ® (0,71,0). Finally, a natural element spanning the trivial
subrepresentation in Wy is —ep ©® epq1 + %2?21 e; ® e;. Thus in terms of a
local orthonormal frame s;, we can realize the section with only non-zero com-
ponent fo as —(f2,0,0) ® (0,0,1) + >, %(O, si,0) ® (0, s4,0). Having set up
the identification, one can directly apply the usual rules for a Lie algebra ac-
tion on a symmetric product to derive from (2.10) the following formulae for

ne (f1,¢1, (P, f2),C2, f3) and a e (f1,(1, (P, f2), (2, f3):

(—g(n, 1), —g(n, @) + E2 fon, (n © (2)0, 9(n, (2)), 231, 0)

(0, ~2f10%, (~(0* © Qo —(C)) ia® + 22 ot a(G).
Here i,® is the contraction between o and ®, so for ® = >, & © ny, this is
given by >, (a(&)ne + a(ne)ée). Similarly, g(n, ®) = i,,®, where 7’ € QY M)
is g(n, ). Finally, in terms of a local orthonormal frame s;, the trace-free part
is (M®¢)o=n®C—1g(n ()Y, s © s;. Again the identities (2.6)-(2.9) can
then be verified directly, taking into account that the grading element E acts
on Wy,..., Wy by multiplication by —2,..., 2.



Riemannian BGG construction 93

(3) We demonstrate an alternative approach for the example W := A*V* for
k = 2,...n. This is close to the presentation of [24] (in a conformal setting).
Here we immediately conclude that we get a decomposition of the form W =
Wo @ W1 @ Wy with Wy = AF=1VI AVE, Wy = AFVE @ (AF2V AVE A V) and
Wy = VEAARLVE. As representations of O(n), the first and last are isomorphic
to AF~1R™ the middle one to AFR™ @ AF—2R™*. So sections of WM can be
written as triples (@1, (@2, ©3), 1) with @3 € QF=2(M), @1, 04 € QF~1(M) and
0o € QF(M). We fix the identification by requiring that this section maps k
sections (f;, G, hi) of VM withi=1,...k to

Zi(_l)i_lhigpl(gla s aé\ia s aCk) + @Q(CM B Ck)
+ Zi<j(_1)i+j(fih’j - fjhi)(PB(Cla <o 7&) <o 76;" SRR Ck)
+Zi(_1)i_1fi9@4(CI7 ceey Zi, ce Qk)

This formula also shows directly how to extract the values of ¢1,...,¢4 on
vector fields by plugging appropriate sections of VM into (¢1, (92, ¢3), p4). The
usual formulae then show how to convert an action on (¢1, (p2,¥3), @4) into an
action on those sections, which then by direct computation gives

e (@1, (92,03), 1) = (—inp2 + 1" A @z, (0 A @a, inpa), 0)

2.12
a e (o1, (P2, 03),04) = (0, (—a A @1, iq#1), ig# P2 + @ N p3). 212
(4) The last example is W = g, the adjoint representation. This is isomorphic
to A2V*, but we get some special operations here that we will need later on. Of
course, the decomposition has the form Wy & Wi & Wy and is just the shifted
version of the |1]-grading. Thus the most natural identification is WoM = TM,
WiM = co(TM) and WoM = T*M, so sections can be viewed as triples (¢, @, ¢)
with ¢ € X(M), ® € T'(co(TM)) and ¢ € Q'(M). Note that here e is induced
by the Lie bracket of g, which is also used to identify go with co(g_1). This
readily implies that the Wy-component of n e ({, ®, ) equals —®(n) and the
Ws-component of a e ({, ®, ) equals a o . So we only have to compute the
Wi M components of both operations, and they both come from the bracket
g-1 X g1 — go.- We denote the corresponding operation X(M) x QY(M) —
[(co(TM)) by {, } which means that

ne (Ca o, 90) = (—(I)(n% {77> So}a 0) ae (Ca P, 90) = (O’ _{Cv O‘}a Qo (I))' (2'13)

To compute the operation { , } explicitly, we just have to take X € g_; and
Z € g1 and compute the map g_1 — g—; that sends Y to [[X, Z],Y]. This easily
implies that

{n,0}(€) = (& + @()n — g(&m)e™. (2.14)
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2.5 The twisted connection

To start the BGG construction, we need more ingredients related to the
curvature of g. For a Riemannian manifold (M, g) of dimension > 3, let R be
the Riemann curvature tensor as defined in (2.2) above. Recall that the Ricci
curvature Ric is the symmetric (g)—tensor field obtained by contraction as

Ric(n, ¢) = >; 9(R(&i,m)(€), &) (2.15)

for a local orthonormal frame {¢;}. The trace Sc of Ric then is the scalar cur-
vature and we denote by Ricy := Ric—%ch its trace-free part. (Vanishing
of Ricyg is the definition of Einstein metrics used in Riemannian geometry.) For
some purposes, it is better to use a slight modification of Ric called the Schouten
tensor P. This can be characterized via Ric = (n—2)P+tr(P)g, which easily im-
plies that Py = —15 Ricg and 2(n—1) tr(P) = Sc, so P = —L5 Ricg +m Scg.
Thus P contains the same information as Ric. The main advantage of P is that
it shows up in a simple formula for the decomposition of the Riemann curvature
into its tracefree part, called the Weyl curvature W and a trace part, see Section
2.1 of [6]. For our purpose, this can be neatly expressed using the operation { , }
introduced in §2.4 (4) above as

R(&n)(C) = W(&n)(C) +{& P(m) HC) — {n, P(E)}(C)- (2.16)

This follows directly from the formula in [6] using (2.14). It is also proved in
a slightly more general setting in Section 1.6.6 of [17], which however uses the
opposite sign convention for the Schouten tensor. One can actually view (2.16)
as the definition of the Weyl curvature, one then has to show that W has the
same symmetries as R but in addition lies in the kernel of all contractions. The
advantage of the form (2.16) of the decomposition is that it immediately extends
to the induced connection on any natural vector bundle, one just has to replace
the evaluation on ¢ by the action e on a section s.

We need a second curvature quantity, the Cotton—York tensor Y of g. This
is a two-form on M with values in T*M which is defined by

Y(&,m) = VeP(n) = V,,P(E) — P([€,1]) (2.17)

for £&,m € X(M). Thus Y is the covariant exterior derivative of the Schouten
tensor P, see §2.6 below. It is well known, c.f. [6], that for n = 3, the Weyl-tensor
W always vanishes identically and vanishing of Y is equivalent to conformal
flatness of g. For n > 4, it is well known that W vanishes identically if and only
if g is conformally flat and that Y can be obtained as the divergence of W, so
it also vanishes in the conformally flat case.
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Definition 2.1. Consider an irreducible representation V of O(b) as in §2.2.
Then we define the twisted connection VY on VM by

Vgs =Ves+Eos—P(§)es, (2.18)
where V is the Levi-Civita connection.

Since the last two terms in (2.18) are tensorial, this indeed is a linear con-
nection on VM. Taking the natural decomposition V = EB?LOVZ- and the corre-
sponding decomposition VM = ®V; M we see that V¢ preserves the summands
I'(V;M) but V}g does not have this property. Indeed, denoting the components
by subscripts, we get

(Vé’s)i = Vesi t§osip1 —P(§) @si1.

Observe that the summand containing the action of £ corresponds to the opera-
tors called S in [15], while the term involving the Schouten tensor is not present
there. The main reason for including this term is the following result.

Theorem 2.2. For &, € X(M) and s € I'(VM), the curvature RY of VY
is given by
RY(&n)(s) = W(Em) es+Y(Em)es,

where W and Y are the Weyl curvature and the Cotton—York tensor of g,
respectively. In particular, the connection VY is flat if and only if the metric g
is conformally flat.

Proof. We directly use the defining equation
RY(&,n)(s) = VEVys = V) V{s — Vi s

for the curvature. Taking s € I'(WM) and the components s; € I'(V; M), we of
course get RY(£,1)(s) = >, RY(&,1)(s;). From the definition in (2.18) it follows
readily that RY(£,7)(s;) may have non-trivial components of degree i —2, i — 1,
i, © + 1, and 7 + 2 only. By definition, the component in degree i — 2 equals
o (nes;)—ne(Ees;), so this vanishes by (2.6). In the same way, (2.7) implies
vanishing of the component of degree ¢ + 2. For the component in degree i — 1
we immediately get

Ve(nesi) +Eeo(Vysi) — Vy(§es) —ne(Ves;) —[€,n] esi.

By (2.5) the first and fourth term add up to (V¢n) e s; and likewise the second
and third term give —(V,§)es;. But torsion freeness of V gives [£,n] = Ven—V, €
so the whole expression vanishes. The analysis of the component in degree i + 1
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is very similar, but we have to replace the vector fields acting via e by their
image under P. Using the analog of (2.5) for the action of one-forms and the
defining equation (2.17), one readily concludes that the component in degree
i+ 11is given by Y (&,n) e s;.

So it remains to understand the component in degree i. Expanding the defin-
ing equation, there are terms containing only Levi-Civita derivatives and in view
of (2.3), they add up to R(&,n) e s;. The remaining terms only come from the
double derivatives (and not from the derivative in direction of the Lie bracket)
and they are given by

—P(§) e (nesi) — o (P(n)esi)+P(n)e(Ses)+ne(PE)esi)

Since the bundle VM is induced by a representation of g, the first term and
the last term add up to {n,P(£)} e s;, while the other two terms add up to
—{&,P(n)} e s;. In view of the extension of (2.16) to associated bundles, this
completes the proof. QED

2.6 The twisted de Rham sequence

The next step in the construction is standard. Any linear connection on
a vector bundle F' can be coupled to the exterior derivative to define the so-
called covariant exterior derivative on F-valued differential forms. Moreover,
the composition of two instances of this operator can be explicitly described in
terms of the curvature of the initial connection. In particular, starting from a
flat connection on F', one obtains a differential complex.

The simplest way to implement this is to view ¢ € QF(M, F), the space of F-
valued k-forms, as a k-linear, alternating map, which associated to k vector fields
on M a section of F' and is linear over smooth functions in each entry. Given
a linear connection V on F, the covariant exterior derivative dv : QF(M, F) —
QFL(M, F) is characterized by

(dvgp)(&)’ s 75]4) - Z?:O(_l)iv&(p(&)a s 7@7 cee 7§k)

» A (2.19)
+ 30 (D060, &5 05 -5 Giv -5 6y 6k,

where the hats denote omission. Exactly as for the global formula for the exterior
derivative, one easily verifies directly that this indeed defines an F-valued k+ 1-
form.

Applying this to the Levi-Civita connection on any natural bundle WM, we
obtain dv : QF (M, WM) — QF1 (M, WM). In the case of a bundle VM induced
by a representation V of O(b) as in §2.3, we can also form av QF (M, VM) —
QFFL(M,VM). Tt is easy to describe the relation of this operator to dV. Via the
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decomposition VM = EB?LOVZ- we can decompose any form ¢ € QF(M, VM) into
components ¢; € QF(M,V;M). Using this, we formulate

Proposition 2.3. For ¢ € QF(M, VM), we get

(1) dvvcp =dVo+ dp + 8P<p, where

do(&o, ..., &) = Zf:o(—l)i& ® (&, ... NI ) (2.20)
O 0(Co, &) = SE o (—1)IP(&) @ ooy G, k) (2.21)

Decomposing into components, we get (dvvnp)i = dV; + 0piy1 + 8Pgoi_1.
v v
(2) (dv (dv 90))74 maps 507 e 7€k+1 to

Zj<€(_1)j+€(W(§j>§f) ° 3072({07 R 75}7 R 7‘5( s >§k:)

+Y(€j7§g) L] (Pi—l(£07 e ,gj, . ,5@. .o 7§k))

In particular, (Q*(M,VM ),dvv) is a complex if and only if ¢ is conformally
flat.

Proof. (1) immediately follows from combining the defining equations (2.18)
and (2.19). (2) follows by combining general results on the covariant exterior
derivative (see Section 19.13 of [30]) with Theorem 2.2. QED

The notation 9 is chosen here since these operators are directly induced by
the standard differential in the complex computing the Lie algebra cohomology
of the abelian Lie algebra g_; with coefficients in the representation V. This
allows for some input from representation theory, which will be very helpful
later.

Remark 2.4. Directly generalizing parts of [15], one can also define a connection
on VM via (§,s) = V¢s + £ e 5. The proof of Theorem 2.2 then shows that the
curvature of this connection is given by R(£,n) e s, so loosely speaking the
action term does not change the curvature. The associated covariant exterior
derivative then is explicitly given by dV¢ + ¢, so the maps O correspond to
the S-operators in [15]. Applying the covariant exterior derivative to ¢ twice,
the result sends &, ...,&k+1 to

o~

Z]<€(_]‘)J+€R(€]7§Z) b 90(607 cee 7g\j7 s 76@ tee 7§k)'

So in the case that the metric g is flat, this makes Q* (M, WM) into a differential
complex, thus providing a direct extension of parts of [15] to this case (in a
smooth setting).

For flat metrics, also each (Q*(M,V;M),d") is a complex and locally, the
sum of the cohomologies of these complexes is isomorphic to the cohomology of
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this “twisted complex”. Locally, one could also derive analogs of the K-operators
used in [15] via the relation between local parallel sections. In contrast to the
case of domains in R™ as studied in [15], one cannot expect to derive uniform
formulae for those operators, though.

2.7 The cohomology bundles

We have defined the operation 0 on VM-valued differential forms, but it
is evidently tensorial and hence induced by bundle maps A*T*M @ VM —
AHIT*M @ VM for k = 0,...,n — 1, which we denote by the same symbol.
By construction d(AFT*M ® V;M) C A*'T*M ® V;_1M and Theorem 2.5
readily implies that 9o d = 0. Alternatively the latter fact can be easily verified
directly using (2.6). Hence in each degree k, we have natural subbundles im(9) C
ker(9) C A*T*M @ VM.

Definition 2.5. Consider an irreducible representation V of O(b) and the
corresponding bundle VM = EBiA;OViM . Then for each degree £ = 0,...,n,
consider im(9) C ker(9) C A*T*M ® VM and define the cohomology bundle
HY M = ker(9)/im(9).

The terminology here comes from the fact that 0 is induced by the differ-
ential in the standard complex computing the cohomology of the (abelian) Lie
algebra g_; with coeflicients in the representation V. Hence the bundle ’HZM
by construction is the associated bundle corresponding to the cohomology space
H*(g_1,V) which naturally carries a representation of O(n) and of go = co(n).
For the following developments it will not be really necessary to understand
what the cohomology bundles look like, but of course this is needed to deal
with examples. It is important to realize that the cohomology bundles are much
smaller that the bundles of V M-valued differential forms, and the difference gets
more significant the more complicated the representation V gets.

In simple cases, the explicit form can be determined by direct computations,
but this is a point where it becomes increasingly important to use information
coming from representation theory. Recall that any finite dimensional repre-
sentation of O(n) or o(n) splits as a direct sum of irreducible representations,
which do not contain any non-trivial invariant subspaces. For Go = CO(n) and
go = co(n) the same holds under an additional condition on the representation
which is satisfied in all cases arising in the context of this article. A key feature
of irreducible representations comes from Schur’s lemma. An equivariant map
between two irreducible representations is either zero or an isomorphism and
in the complex case, this isomorphism is uniquely determined up to a nonzero
multiple. In particular, this easily implies that on a gg-irreducible subspace in
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A¥(g_1)* ® V the grading element E has to act by a scalar multiple of the
identity, which implies that it is contained in A¥(g_;)* ® V; for some index 1.

Let us illustrate how to use elementary arguments from representation the-
ory in the example that V is the standard representation R"*2 of O(b). We know
that V=V ®V; &V, with dim(Vy) = dim(Vs) = 1 and dim(V;) = n. We have
also seen above how 0 is compatible with this decomposition. In particular, in
degree zero, we get H%(g_1,V) = ker(9) and Vj is evidently contained in there.
Next, V1 =2 R"” is mapped by 9 to R™ ® V and both the source and the target
are irreducible. Verifying directly that this map is non-zero (or using the general
information on the structure of cohomology provided below) we conclude that
this component of d has to be an isomorphism. Finally, on Vs, we obtain the
special case k = 0 of the sequence

MR™ @V, -2 AFHR™ g R -2 AFF2R™ @V, (2.22)

which we have to consider in general for kK = 0,...n to deal with higher degrees.
Now the first and last space in this sequence are always irreducible, while for
most values of k, the middle space splits into three irreducible components. In
particular, for £ = 0, the middle space is isomorphic to L(R™,R™) and these
components correspond to multiples of the identity, symmetric trace-free maps
and skew-symmetric maps, respectively. Now one immediately verifies that for
0 < k < n, the first map in the sequence is injective, while the last map is
always surjective. Together with the above, this shows that, in degree 0, 0 is
injective on V; @ Vs, so H%(g_1,V) = Vi. Next, R"™ ® Vo C im(9) and 9 is
injective on R™ ® Vy. Hence H'(g_1,V) comes only from the middle space in
(2.22) for k = 0, and is isomorphic to tracefree symmetric maps (realized as
symmetric maps modulo multiples of the identity). Similarly, one sees that for
k =1,...,n — 2, the cohomology H*"'(g_1,V) comes from the middle space
in (2.22) and is isomorphic to the intersection of the kernels of the complete
alternation and the contraction A¥TTR™ @ R™ — AFR™ . It is well known that
this also is an irreducible representation of o(n).

Detailed information on the cohomology spaces for general representations
V can be obtained from more advanced representation theory, which requires
substantial background, however. This is based on Kostant’s theorem, which was
originally proved in [27], see also Section 3.3 of [17] for an exposition. For any
complex irreducible representation V of o(b) and each degree k, the cohomology
H*(g_1,V) splits into a direct sum of irreducible representations. The number of
these components is independent of V and can be described as the cardinality of
the certain subset in the Weyl group of o(b) (which is a finite group). This subset
can be determined algorithmically and knowing this, the highest weights of the
corresponding irreducible components in the cohomology can be determined



100 A. Cap

algorithmically from the highest weight of V. The case of a real representation
V can then be dealt with via analyzing the complexification. In either case, this
needs substantial input from representation theory of semisimple Lie algebras
(description of representations by highest weights, etc.) and thus is beyond the
scope of the current article. In what follows, we will not discuss in detail how
to apply this theory but just state the results that we need. In particular, the
following fundamental facts can be easily deduced from just knowing the subset
of the Weyl group. The relevant subsets are discussed in Examples 4.3.7 and
4.3.8 of [5], which uses them for a different propose, however, and thus does not
discuss the relation to Lie algebra cohomology.

e If n is odd or n is even and k # n/2, then H*(g_1,V) is an irreducible
representation of go.

e If n is even, then H"/?(g_1,V) decomposes into the sum of at most two
irreducible representations of gg.

i Ho(g—hv) = Vo

Alternatively to the above description as a quotient, one can also realize
H,L)M as a subbundle of A*T* M ®V M. Indeed, it is well known that on any finite
dimensional representation of O(n), there is a positive definite inner product
that is O(n)-invariant. Applying this to each of the representations V; and
AFR™ | we also get an inner product on V = ®N ,V; and then on AFR™ @V for
each kK = 0,...,n. These inner products in turn induce natural positive definite
bundle metrics on each of the bundles A*T*M ® VM. Having these at hand,
we can form the subbundle Y} := ker(9) Nim(d)* C A*T*M ® VM which by
construction projects isomorphically onto ’HEM . Since the grading element F
discussed in §2.2 acts by a scalar on each irreducible representation of gy, we
conclude that for k # %, the subbundle Y is contained in AFT*M @ V; M for
some index 1.

2.8 The Riemannian BGG construction

The BGG construction “compresses” the twisted exterior derivative to higher
order operators between the cohomology bundles. We first need appropriate “in-
verses” to the bundle maps 9. Following [15] we call these T : A¥T*M @ VM —
AF1T*M @ VM and use the same symbol for the induced tensorial maps on
sections. In terms of the inner products introduced in the end of §2.7 above, 0
induces, in each degree, an isomorphism ker(9)* — im(9) and we define T to
be the inverse of this on im(9) and as zero on im(9)*. This readily implies the
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following properties.

ker(T) = im(9)* im(T) = ker(d)* T = ker(9) Nker(7T) (2.23)
ToT=0 TodoT =T 0oTod=0. (2.24)

Having these operators at hand, we can proceed similarly as in [15]. We first
observe that T o (dvv — 0) maps each QF(M, VM) to itself, but the subspace
QF (M, V; M) is mapped to Q%(M, @>i+1VyM). Hence To(dV” —9) is a nilpotent
operator. On the other hand, we can compute

TodV oT=To(d¥ —0)oT+To0d0T = (id+To(d” —9))oT.

Hence on sections of im(T), T o dV” coincides with (id+T o (dVv — 0)) and
hence is invertible, with inverse given by > (—1)(T o (d¥” — 9))" and the
sum is actually finite. Then we define G := (}52,(—1)4(T o (dv” —9))oT,
which obviously implies ker(7") C ker(G) and im(G) C im(7T).

Proposition 2.6. For o € QF(M, VM) with T(a) = 0, the form S(a) :=
a—G(dV (@) satisfies T(S () = 0, S(a) —a € D(im(T)) and T(dV" (S())) =
0 and is uniquely determined by theses three properties.

Proof. The first two properties of S(«) follow immediately from im(G) C im(7") C
ker(7T'). For the last property, we just observe that by construction TodV oG =
T.If ¢ € QF(M,VM) also satisfies the three properties, then ¢ — S(a) €
I'(im(7)) and (Tod"V")(¢—S()) = 0. But as verified above, Tod"V" is invertible
on I'(im(7")), which implies ¢ = S(«). QED

In particular, we can apply S to a € I'(Ty) to obtain S(«) € I'(ker(T")) C
QF(M,VM). Since S(a) — a € T'(im(T)), we conclude that the component of
S(a) in I'(T) coincides with «, whence S is called the splitting operator. On
the other hand, since dVV(S(a)) € I'(ker(7T')), we can project it orthogonally to
['(YTky1) to define D(«r) and obtain a differential operator D = Dy, : T'(Tg) —
['(Yk11). These operators are called the BGG operators determined by V.

2.9 The conformally flat case

If the metric g is conformally flat, then by Proposition 2.3, the twisted de
Rham sequence (Q*(M, VM), dV") is a complex. This leads to a nice conceptual
understanding of the relation to the BGG sequence.

Theorem 2.7. If the twisted de Rham sequence (Q*(M, VM),dVV) is a
complex, then also the BGG sequence (I'(T,), D) is a complex and for any open
subset U C M, the two complexes compute the same cohomology on U. In
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particular, (I'(Y), D) is a fine resolution of the sheaf of local parallel sections
of VM.

Proof. For a € T(Yy), consider d¥' (S(a)) € Q¥ (M, VM). By Proposition
2.6, this is a section of ker(7") and its component in Y1 by definition is D(«),
so the difference to D(«) is a section of im(7"). But if dV" o dV’ = 0, we
conclude that it also lies in the kernel of 7o dV" . Hence the uniqueness part of
Proposition 2.6 shows that d¥" (S(a)) = S(D(w)). But then dV" (S(a)) = 0 and
hence D(D(«)) = 0. This shows that (I'(Y.), D) is a complex and S is chain
map to the twisted de Rham complex and hence there is an induced map in
cohomology.

Now suppose that ¢ € QF(M, VM) satisfies d¥° (¢) = 0 and consider @ :=
Y — dvv(G(gp)). This is cohomologous to ¢ and we know that T(dvv (G(p))) =
T (), so ¢ is a section of ker(T"). Denoting by « the component of ¢ in T'(Ty),
we immediately conclude that ¢ satisfies the properties from Proposition 2.6
and hence ¢ = S(«). Hence the map in cohomology is surjective. On the other
hand, suppose that o € ['(T};) has the property that S(a) = dV" (1) for some
Y € QFY(M,VM). Forming 1 as above and denoting by 3 its component in
I(Ti_1) we get that ¥ = S(8) and S(a) = dV" (S(8)) and hence a = D(3).
This shows injectivity of the map in cohomology and hence completes the proof
of the first part. The fact that one obtains a fine resolution then immediate
follows from the corresponding fact for the twisted de Rham sequence proved
in Proposition 2.3. QED

This generalizes the setting of [15] for smooth sections to conformally flat
Riemannian manifolds. The main difference is that we can still consider the
individual “rows” Q*(M,V;M) of the twisted complex with d¥ acting on them,
but they are not complexes any more. So for further applications, say in the
direction of [16], one would have to start from the full twisted complex, which
comes from a flat connection.

2.10 The conformally non-flat case

Without the assumption on conformal flatness, one does not obtain com-
plexes and the connection between the twisted sequence and the BGG sequence
is less tight. Most applications so far were to the study of the first operator in
the BGG sequence, but there certainly is very interesting potential in analyzing
the rest of the sequence. The general facts are collected in the following result.

Theorem 2.8. Fix a Riemannian manifold (M, g) and an irreducible repre-
sentation V of O(b) and consider the corresponding bundle VM = &;V;M and
the connection VY.
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(1) Suppose that s € T'(VM) satisfies V¥s = 0. Then for the component
so € P(VoM), we get s = S(sp) and D(sg) = 0. Hence mapping to the VoM-
component identifies the space of parallel sections of VM with a linear subspace
of the kernel of the first BGG operator.

(2) For k > 0, projection to I'(H} M) identifies ker(T') N ker(dvv) with a
linear subspace of the kernel of D : T(HY M) — T'(HY,  M).

Proof. The basic argument is the same for both parts. Suppose that T'(p) =
dV = 0 and let o denote the projection of ¢ to I'(Yy). Then ¢ —a € I'(im(T))
and hence Proposition 2.3 implies that ¢ = S(a), which in turn implies that
D(a)) = 0. On the other hand, it also shows that the projection to the component
I'(T) is injective, which completes the argument for (2). In degree zero T'(s) = 0
is satisfied automatically and ¥ = VY so (1) follows, too. QED

Following [28], it has become common in the setting of parabolic geometries
to call sections o € I'(VyM), for which S(o) € T'(VM) is parallel for VY, normal
solutions of the first BGG operator. In several cases, these can be explicitly
characterized by interesting (tensorial or differential) conditions. For example,
starting with the adjoint representation o(b), the first BGG operator is the
conformal Killing operator on vector fields, so its kernel consists of all conformal
Killing fields on M. Normal conformal Killing field then turn out to be exactly
those, which in addition insert trivially into the Weyl curvature and into the
Cotton-York tensor, see [11].

The reason why we have singled out the case k = 0 in Theorem 2.8 is because
the result in degree zero turns out to be significantly stronger. Indeed, it was
shown in [8] (in a more general context) that one can modify the connection
VY in such a way that projection to the component in VoM induces a bijection
between parallel sections of this new connection and the kernel of the first BGG
operator. So in particular, the kernel of the first BGG operator is of dimension
< dim(V) (which is an interesting result in its own right). This actually extends
to operators with the same principal part as the first BGG operator. While
the construction in [8] does not provide a natural construction of these so-
called “prolongation connections”, it turned out that there also is an invariant
construction in the general setting of parabolic geometries, see [26].

2.11 Example

Let us discuss the case V = R"*2 of the standard representation in detail.
From §2.7 we know that H(g_1,V) = Vo 2 R, H(g_1,V) = S2R™ C g* @V},
and that for 2 < k < n, H*(g_1,V) C A*g*, ® V1. To compute the splitting
operator in degree zero, we use the notation from Example 2.4 (1), so we write
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s e (VM) as (f,n, h) with f,h € C°(M,R) and n € X(M). By definition,

VE(fon,h) = (df(€) = g(&.m), Ven + hé + fP(E),dh(€) = P(§,m)).  (2.25)

By Proposition 2.6, we can obtain the formula for S(f) by choosing 1 and h in
such a way that T(Vg(f, n,h)) = 0. The discussion in §2.7 shows that this means
that the first component in the right hand side of (2.25) has to vanish, while
the second component has to be trace-free. The first condition is equivalent to
n = df*. Inserting this into the second component (with varying &) and taking
the trace, we obtain 0 = Af +nh+ f tr(P) which implies h = —1 (A + tr(P)) f.
Inserting these into (2.25) the middle component becomes the trace-free part
of V2f + Pf and since this is automatically symmetric, it already lies in Y1, so
we have obtained the formula for the first BGG operator in this case. Thus we
obtain

S(f) = (f.df*, =5 (A+u(P)f)  D(f) =tip(V2f +Pf), (2.26)

where we write tfp to indicate the trace-free part of a (g)—tensor field. It turns out
that in this case any solution D is normal, i.e. if D(f) = 0 then VY S(f) = 0 and
that these solutions are related to conformal rescalings of g which are Einstein
metrics, see [6].

In degrees 1,..., n — 1, both the splitting operators and the BGG operators
are easier to get. Sections of A*T*M ® V1M can be viewed as (,16) -tensor fields,
which are skew symmetric in the k£ lower indices. From §2.7 we conclude that
T : AFT*M @V M — AF=1T* M must be a non-zero multiple of the contraction,
while @ : A*T*M @ Vi M — A*TIT* M, up to a non-zero multiple, must be given
by lowering the upper index and the completely alternating. We also know that
T, = ker(T) Nker(9). For a section ¢y € I'(Yg), we know that di; = 0,
which together with Proposition 2.3 shows that dV' (0,1,19) has vanishing
first component, while the second component is given by d¥ 11 + d1bs. The form
S(11) is characterized by the fact that this lies in the kernel of T, which says
that 19 = —T(dV1)1). So up to a non-zero factor, this is obtained by alternating
V11 in the lower indices and then forming the unique contraction.

This also shows that D(v1) is the component of the tracefree part of dV
that lies in the kernel of the complete alternation. This can be expressed as

d¥1 — (T (dV 1)) — T(9(dV n)),

S0 to obtain a more explicit formula, one only has to make the operations 1" and 0
explicit. There is a simplification, however. From the definition of dV" it follows
that the component of dV" o dV” that maps AFT*M @ V; to AF2T*M @ Vi,
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is given by d¥ 0 9 + 0 o dV. However, this component vanishes by Proposition
2.3, 50 0(dV11) = —dV(01h1) = 0. Hence D(1)1) is the tracefree part of dV1)q,
i.e.

D(y1) = dV oy — O(T(dVe1)).

While the above description of the splitting operator extends to k =n — 1, i.e.
S(1p1) = (0,%1, —T(dV1)), things are a bit different for the last BGG operator.
The point here is that T : A»~'T*M — A"T*M ® TM is a linear isomorphism,
which is reflected in the fact that Y, C A"T*M ® VoM (and since this is a line
bundle, we must have equality). Hence the first two components of dv’s (1)
already vanish in this case, so it has to have the form (0,0, D(¢1)). Explicitly

D(¢1) = —d¥ (T(d%¢r)) — OF (4).

2.12 Some general results

Several properties observed in §2.11 above reflect general features that occur
in all BGG sequences, in particular, this concerns the first BGG operators. As
initially observed in [8], the order r of the first BGG operator can be easily
read off from the highest weight of the representation V that defines the BGG
sequence in question. Moreover, it is shown there, that mapping V to (Vg, )
actually gives rise to a bijection between irreducible representations of O(b) and
pairs consisting of an irreducible representation of O(n) and an integer r > 1.
So an irreducible domain bundle and the order of the first BGG operator can be
chosen arbitrarily and then give rise to a unique BGG sequence realizing a first
operator with these properties. There also is a universal description of the target
bundle of the first BGG operator in representation theory terms, which loosely
can be described as that “largest irreducible component” in Sg7*M ® VoM. It
is also known that there is a unique natural projection from S™T*M ® VoM onto
this component and the principal part of the first BGG operator is obtained by
applying this projection to a symmetrized r-fold covariant derivative.

In the form of the discussion in higher degrees in §2.11 (i.e. without making
the tensorial operations T', 9 and oP explicit), one can derive universal formulae
for BGG operators of low order. Several results in that direction (also in higher
order) are available in the literature, both in the setting of parabolic geometries,
see e.g. [10,18,31] and for BGG-like constructions on domains in R", see e.g.
[4].

The first important observation here is that the order of BGG operators is
directly linked to the location of the spaces Y (respectively their components
for n even and k = n/2). We know in general that Ty = VoM and for the
standard representation, we have observed above that Y, C AFT*M ® V\ M
for k=1,...,n—1, while T,, = A"T"M ® VoM. We have also observed there



106 A. Cap

that the first and last operator in the sequence have order two, while all other
operators are of order one.

In the cases we consider, it turns out that if a component of Y, sits in
A*T*M @ V;M then each component of YTyiq sits in A¥T*M ® V;M with
j > i and (the relevant component of) the BGG operator is of order j — i + 1.
Using this, we derive universal formulae for BGG operators of order 1 and 2 in
our setting, generalizations to higher order are straightforward in principle, but
lead to intricate formulae quickly. For simplicity, we ignore the possibility of
more than one component in the formulation, the necessary changes are quite
obvious.

Theorem 2.9. Consider the BGG sequence induced by a representation
V of O(b) and a section ¢ € T'(Ty) C QF(M,VM) and the BGG operator
D :T(Yg) = D(Tis1).

(1) If D has order 1, then D(p) = d¥vp — (T (dV))).

(2) If D has order 2, then

D) = (id—9oT —Tod) <—dV(T(dV1/J)) - aP(¢)) .

Proof. We know that the is an index i such that Tj, C A¥T*M ® V; M and then
for ¢ € I'(Yy) we get S(¢); =0 for j <i and S(v); = 1.

(1) By assumption, Y1 C AM1T* M@V, M and the component d¥" (S(1)));
is by definition given by dVv + 9(S(3)iy1). As in §2.11, the characterization
of the splitting operator implies that S(¢);11 = —T(dV), so av” (S()); =
d¥p—0(T(dV+)) and this lies in ker(T") by construction. As in §2.11, Proposition
2.3 implies that dod¥ = —d¥ 00 and by assumption d(¢)) = 0. Hence av” (S(¥))i
lies in ker(9) and hence is a section of Y1 which coincides with D(v) by

definition.
(2) Here Y1 € A*¥T*M ® V;; 1M and by definition

A% (S())ir1 = d¥ (S($)i1) + (SW)ira) — O (1), (2.27)

As in (1), we see that S(v);11 = —T(dV). We also know that (2.27) has to lie
in the kernel of T, which easily implies that

S(W)ire = T(d¥(T(dY (¥)))) + T(7 (1)),
whence the right hand side of (2.27) can be written as
(id =0 o T)(~d" (T(d" (1)) — 8" ().

To obtain D(1)), this has to be projected to ker(9), so we have to apply (id —T00)
to it. Since 0 o 9 = 0, this exactly leads to the claimed formula. QED
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Together with the above discussion, part (1) of this theorem implies that all
conformal Killing operators arise as first BGG operators. Fixing an irreducible
representation Vo of O(n), one takes the irreducible representation V of O(b)
corresponding to (Vg,1). The corresponding BGG sequence starts with a first
order operators defined on VoM and by part (1) of Theorem 2.9 this is simply
given by the projection of the covariant derivative to the subbundle H}}M . This
subbundle corresponds to the maximal irreducible component in R™* ® V. For
example, if Vo = R™ = R™ then this is SZR™, while for V = Sg]R”* with £ > 2,
one obtains SSHR"*, so these lead to the conformal Killing operator on vector
fields and on trace-free symmetric tensor fields. Likewise, putting Vo = A‘R™,
one obtains the intersection of the trace-free part with the kernel of the complete
alternation in A‘R™ ® R™. The corresponding operators are often referred to
as conformal Killing-Yano operators on differential forms.

3 Projective BGG sequences

Apart from conformal geometry, there is a second parabolic geometry that
underlies a Riemannian metric, namely a projective structure. Basically, this
structure on (M, g) is defined by the geodesics of the Levi-Civita connection
V, viewed as paths (unparametrized curves). Equivalently, it can be described
via the class of all linear connections V on 7'M, which have the same geodesics
as V up to parametrization. Similarly to conformally invariant operators, this
leads to the concept of projectively invariant differential operators, which have
the same expression in terms of all connections in this projective equivalence
class.

Examples of BGG sequences coming from projective differential geometry
on domains in R™ are very important in applications. In particular, there is a
projectively invariant version of the Riemannian deformation sequence which in
this context is also known as the Calabi complex or the fundamental complex of
linear elasticity and this is heavily used in applied mathematics. Concerning gen-
eralizations to the context of Riemannian geometry, there is a drawback of the
projective BGG sequences, however. They are complexes only in a projectively
flat setting, i.e. in the case that the projective equivalence class of connections
contains a flat connection. By a classical result of Beltrami, this condition is
very restrictive for Levi-Civita connections, it turns out to be equivalent to con-
stant sectional curvature. Hence complexes are only obtained on space forms in
this setting, but the sequences are also available and interesting in projectively
non-flat cases.

To cover more cases in which complexes are obtained, we use a more gen-
eral setting in this part of the article that we will describe next. Even in this
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more general setting, things are strictly parallel to the discussion in §2 and in
particular, we use analogous notation to there throughout the discussion.

3.1 Background and algebraic setup for projective BGG se-
quences

Rather than starting from a Riemannian manifold (M, g) we will start from
a pair (M, V) where M is an orientable manifold of fixed dimension n and V is a
torsion-free linear connection on the tangent bundle 7'M . In addition, we assume
that V preserves a volume form and we fix such a form v € Q"(M), so this is
parallel for the induced connection on A™T™*M and it gives M an orientation.
Analogous to the orthonormal frame bundle discussed in §2.1, we then have a
volume preserving frame bundle SLM with structure group SL(n,R) and V
is induced by a principal connection on that bundle. Hence representations of
SL(n,R) give rise to associated bundles and SL(n, R)-equivariant maps induce
bundle maps that are parallel for the appropriate induced connection. As in
§2.1 the standard representation R™ of SL(n,R) induces TM and the dual
representation R™ induces T*M. Via tensorial constructions this leads to all
types of tensor bundles (possibly with additional symmetry properties). The
adjoint representation induces the bundle sl{(T'M) of trace-free endomorphisms
of TM, the curvature of V can be viewed as an element of Q?(M, sl(T'M)), and
the analog of formula (2.3) holds for all induced connections. Note that outside
of the Riemannian setting, one has to carefully distinguish between T'M and
T*M and correspondingly between tensor fields of different types.

The algebraic setup for projective BGG sequences starts from the Lie group
G := SL(n + 1,R) and we denote the standard basis of R"™! as eg, e1, ..., en.
Then there is an obvious inclusion SL(n,R) < G as those maps that fix eg and
preserve the subspace spanned by eq,...,e,. The Lie algebra g of G consists of
all trace-free matrices of size (n+ 1) x (n + 1) and we write such matrices in a
block form with blocks of size 1 and n as

<§. i) witha € R, X € R", Z € R"™ and a + tr(A) = 0. (3.1)

Of course, the Lie subalgebra of SL(n,R) C G corresponds to the matrices

with a = X = Z = 0 (and hence tr(A) = 0). Exactly as in §2.2, the block

form defines a |1|-grading of g, with components spanned by X, (a,A) and

7, respectively. Also, the bracket defines an extension to go of the standard

representation of sl(n,R) on R™ = g_; and its dual representation on R™ 2 g;.

A complement to sl(n,R) in gg is spanned by the element E corresponding to
n

a= ;g and A= n_—Jrll]I, which acts as a grading element. This also shows that
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go = gl(n,R), so the corresponding associated bundle can be identified with
g (TM)=T"M @ TM.

The block form and hence the |1|-grading of g is determined by the decom-
position R"*! = R” @ R with the summands spanned by e1,...,e, and by e,
respectively. Since any irreducible representation V of G can be obtained from
R™*! via tensorial constructions, we as in §2.2 obtain a grading V = @;V:()Vj,
such that g; - V; C Vi ;. As in §2.3, V gives rise to an associated bundle of
SLM, which we denote by VM = EB;V:OVjM . We also obtain bundle maps e as
there, for which the analogs of equations (2.5)—(2.9) hold. In the interpretations
of the latter equations, one only has to be careful to use the right extensions of
representations of sl(n,R) to go = gl(n,R).

3.2 Examples

(1) For the standard representation V = R""! of G we know that V =
Vo @ V; and as representations of sl(n,R) this equals R” @& R. Hence sections
can be written as pairs (7, f) with n € X(M) and f € C*°(M,R). The bundle
maps @ : TM x VM — VM and e : T*M x VM — VM are characterized by
Eo(n, f)=(f&0) and e (n, f) = (0,a(n)). Here the analogs of (2.6) and (2.7)
are satisfied trivially since both sides are 0. To interpret the analogs of equations
(2.8) and (2.9) on all of go, one has to take into account that the grading element
E which corresponds to —idras acts via (n, f) — (n;+11777 )

For the dual representation V*, one similarly obtains V* = R & R™, so
sections can be written as pairs (f,¢) with f € C®°(M,R) and ¢ € QY(M).
The definition of the dual action readily leads to £ e (f, ) = (—¢(£),0) and
ae(f ) =(0,—fa).

(2) Starting from these two basic examples, one can apply tensorial con-
structions as in §2.4 to pass to general irreducible representations of G. Let
us discuss the example A2V* = R™ @ A?R™ which is relevant for elasticity.
Sections of the corresponding bundle can be written as (¢,) with ¢ € Q' (M)
and v € Q*(M), and we can realize (¢, 0) as (0,¢) A (1,0) and (0,11 A 1)9) as
(0,71) A (0,2). Using this, one easily verifies that £ e (¢,1) = (= (€, -),0) and
o (1) = (0,0 A ).

Likewise, we can consider S?V* = RGR™ @& S?R™, so sections can be written
as triples (f, p, ®), where f € C°(M,R), ¢ € Q'(M) and ® is a symmetric (g)—
tensor field. Via the realizations (f,0,0) = (f,0)®(1,0), (0,¢,0) = (0,¢)®(1,0)
and (0,0, ¢1 ® p2) = (0,¢1) © (0, ¢2) one easily computes that

5. (fa ¥, (I)) = (_90(5)? _Cb(ga *)?0) ae (fa‘paq)) = (07_2faa -0 90)

(3) Let us finally look at the adjoint representation W := g in a similar spirit
as in the conformal case. We already know that WM =TM & gl(TM) & T*M
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so we write sections as (¢, ®,¢) with ¢ € X(M), ¢ € QY(M) and ® a G)—
tensor field that we interpret as an endomorphism of T'M. As in the conformal
case, the main step towards understanding this is to determine the bilinear map
{, }:X(M) x QY(M) — gl(TM) induced by the bracket g_; x g; — go. To
determine this, we again have to compute [[X, Z],Y] € g_; for X, Y € g_; and
Z € g1, which easily implies that

{0, 03(&) = e(&)n — w(n)§. (3.2)

In terms of this operation, we then get
ne (<7 (1)7 50) = (_(I)(n)v {”7’ (10}3 0) ae (C) (1)7 SO) = (Oa _{C:a Oé}, @ o CD)

3.3 The twisted de Rham sequence

Using the operations we have just introduced, the discussion of curvature
in the projective setting looks formally almost identical to the discussion in
the conformal case. The definition of curvature is exactly as in (2.2) and the
definition of Ricci-curvature just needs an equivalent reformulation of (2.15).
On takes a local frame {¢;} for TM and the dual coframe o; for T*M (i.e.
0i(&j) = 0i; and defines

Ric(n, ¢) = 22 0i(R(&,)(C))- (3-3)

This is equivalent to (2.15) since a local frame {;} it orthonormal for ¢ if and
only if the dual coframe is {55 }. For general linear connections on T'M, the
Ricci-curvature is not symmetric. Symmetry of Ric is equivalent to the fact
that V preserves a volume form and hence is satisfied in the cases we consider.
The general definition of the projective Schouten tensor mixes the symmetric
and the skew symmetric part of Ric with different factors, see Section 3.1 of [6].
In the volume preserving case, this boils down to P = nil Ric. The projective
version of the Cotton-York tensor Y is then again defined by formula (2.17), so
Y =dVP € Q*(M,T*M).

The choice of the definition of P is motivated by the analog of formula (2.16)
using the operations associated to sl(n 4+ 1,R), i.e.

R(&,m)(C) = W(&n)(C) +1{& Pm)}C) — {n, P(§)}().

Using this to define the projective Weyl curvature W € Q*(M, End(T'M)) one
verifies that W has the same symmetries as R and in addition any possible
contraction of W vanishes (so in particular it has values in s[(7T'M)). Thus we
obtain the decomposition of R into a trace-free part and a trace part in the same
form as in the conformal case. Also the relation of the curvature quantities to
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projective flatness is parallel to the conformal case (with a shift in dimension):
For n > 3, V is projectively flat if and only if W vanishes identically and this
implies Y = 0. If n = 2, W always vanishes identically and V is projectively flat
if and only if Y vanishes identically. Having all this at hand, we can proceed
formally in exactly the same way as in the conformal case.

Definition 3.1. Consider an irreducible representation V of SL(n+1,R) as in
§3.1. Then using the operations e from there, we define the twisted connection
VY on VM by

Vgs =Ves+Eos—P(§)es. (3.4)

The proof of Theorem 2.2 only uses the formal properties of the operations
and hence also implies the following.

Theorem 3.2. For £, € X(M) and s € I'(VM), the curvature RV of VY
is given by
RY(&n)(s) =W (&) es+Y(En)es,

where W and Y are the (projective) Weyl curvature and the Cotton—York tensor
of V, respectively. In particular, the connection VY is flat if and only if V is
projectively flat.

As before, we get the covariant exterior derivatives d¥ and dV" that act on
Q*(M, VM), which both raise the form-degree by one. The relation between the
two operations is formally exactly as in Proposition 2.3 but using the operations
associated to sl(n + 1,R). Hence we again get a twisted de Rham sequence
associated to each irreducible representation V of SL(n + 1,R) and this is a
complex if and only if V is projectively flat.

3.4 Cohomology bundles and BGG construction

The definition of the cohomology bundles /HKM as a quotient works exactly
as in the conformal case. The operators 0 on VM-valued forms are induced by
bundle maps 9 : A*T*M @ VM — AFHT*M @ VM such that 90 9 = 0. As
in §2.7, we obtain natural subbundles im(9) C ker(9) C A*T*M ® VM and
we define HY M as the quotient ker(d)/im(9). By construction, this bundle is
induced by the representation H*(g_1,V) of SL(n,R).

Both the elementary arguments and the deeper use of representation theory
discussed in §2.7 have analogs in the projective case. In particular, Kostant’s the-
orem implies that for g = sl(n+1,R) each of the cohomology spaces H*(g_1, V)
is an irreducible representation of go and, as before, H%(g_1,V) = V.

There also is an interpretation via subbundles of A¥T*M @ VM and for Levi-
Civita connections they can be described exactly as in §2.7 via inner products.
For more general connections, there also is a distinguished natural subbundle
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Y C ker(9) C A¥T*M ® VM which projects isomorphically onto HXM , but
one has to use an alternative description. In fact, one can directly define go-
equivariant maps 0% : AFT*M @ VM — A*1T*M ® VM for each k, the so-
called Kostant codifferential. As the notation suggests, they are adjoint to 0 with
respect to an inner product of Lie theoretic origin, so they satisfy 0* o 0* = 0,
and one puts Y := ker(9)Nker(9*). The explicit formula for 0* is not needed for
our purposes, it can be found (in a more general setting) in [27] or section 3.3 of
[17]. In simple situations, it is easy to directly find the representations im(9*) C
ker(0*) in each degree from elementary representation theory arguments, see
§3.5 below for examples.

The adjointness between 0 and 0* implies that O restricts to a linear iso-
morphism im(9*) — im(0) and that im(0) is complementary to ker(0*). Now
one defines bundle maps T : A*T*M @ VM — A*='T*M ® VM as the inverse
of 0 on im(0) and as zero on ker(9*). Doing this, it is clear that the equalities
in (2.24) also hold here and we also get T = ker(9) N ker(T"). The first two
equalities in (2.23) have an analog here, namely that A*T*M ® VM can be
written as ker(T") & im(0) or as im(T") & ker(0).

At this point, the rest of the BGG construction can be carried out in the
current setting without changes. The operators G and S can be defined by
exactly the same formula as in §2.8 and Proposition 2.6 holds. This allows us to
define the BGG operators as in the conformal case. In the projectively flat case,
the relation between the twisted de Rham sequence and the BGG sequences
is exactly as in Theorem 2.7. Without assuming projective flatness, we get the
obvious analog of Theorem 2.8.

3.5 General results and examples

With rather obvious changes, the general results from §2.12 extend to the
projective setting. One has a bijection between irreducible representations V
of SL(n + 1,R) and pairs (Vp,r) of an irreducible representation of SL(n,R)
and and integer r > 1, which equals the order of the first BGG operator in the
sequence determined by V. The bundle ’H})M now corresponds to the maximal
irreducible component in S"T*M ® VoM.

With the projective versions of all operations involved, the explicit formula
for BGG operators of order 1 and 2 from Theorem 2.9 hold in the projective
setting without changes. Parallel to the discussion in §2.12, this shows that one
obtains the Killing operator on 1-forms and, more generally, on (2)—tensor fields
and the Killing-Yano operators on differential forms as first BGG operators in
this setting.

To discuss some explicit examples, consider the standard representation V :=
R of SL(n + 1,R). This decomposes as Vo @ V; = R" @ R. Here we get
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0 : AFR™ — AMIR™ @ R™ for k = 0,...,n — 1 which is a non-zero multiple
of the inclusion of the trace-part, so it is injective for all £ and bijective for
k = n—1. This means that Y}, is the kernel of the contraction in A*T*M @ TM
while T,, = A"T*M (and Yo = VoM = T'M). Consequently, only the last BGG
operator is of second order here, while all other BGG operators have order one.

Sections of Ty, for k = 1,...,n — 1 can be interpreted as (i)—tensor fields v,
which are completely alternating in the lower indices and lie in the kernel of the
unique (up to sign) contraction available in this situation. Since there are just
two components in the decomposition of V, the splitting operators can be read
off the proof of Theorem 2.9. Up to a non-zero constant, T : A“T*M @ TM —
A*=1T*M is the unique contraction. Since T'(v)) = 0 we conclude that T'(dV1))
coincides (up to that factor) with unique nonzero contraction of V1), which is
the natural analog of the divergence in this situation. This has to be put into
the other component to obtain S(v).

In particular, one gets the usual divergences on vector fields for £ = 0
and the first BGG operator maps n € X(M) to the trace-free part of the (})—
tensor field Vn. Explicitly, D(n) = Vi — %div(n) id, where div(n) denotes the
divergence of 7. There is a similar formula for the next BGG operators, which
is easy to derive. For the last BGG operator, the target is one-dimensional and
on the relevant space both T and 0 are zero, so the universal formula in part
(2) of Theorem 2.9 simplifies to a linear combination of ddiv(vy’) and aP(w) for
Y € T(Ty_1) C Q" 1(M,TM). Observe that 8P(1/1) up to a multiple is just the
alternation of (£1,...,&,) — P(&1) (W (&2, .-+, &n))-

For the dual W = V* of the standard representation, we get W = WypW; =
R @ R™. The maps 0 : AFR™ @ R™ — AFHIR™ are non-zero multiples of
the alternation, and hence are bijective for £k = 0 and surjective for all k =
0,...,n—1. Hence sections of Y are just smooth functions, Y C A*R™ @ R"™*
is the kernel of the complete alternation for ¥ = 1,...,n — 1 and T,, =& R™.
Hence the first BGG operator is of second order, while all other BGG operators
are of first order. In degree zero, one gets S(f) = (f,df) while in higher degrees
the splitting operators are just inclusions. The first BGG operator is given
by D(f) = V2f + Pf, and this is related to Ricci-flat connections that are
projectively equivalent to V, see [6]. For k > 1, sections of T can be viewed as
( kil)—tensor fields that are alternating in the first k& entries, but lie in the kernel
of the complete alternation. For such a tensor field v, D then is obtained by
forming dV1), i.e. alternating V) in the first k& + 1 entries and then projecting
to the kernel of the complete alternation.
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