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1. INTRODUCTION. There are many results on the barrelledness of subspaces of a barrelled topological vector space $X$. For example, by M. Valdivia [14], Theorem 3, and independently by S.A. Saxon and M. Levin [11], every subspace of countable codimension in $X$ is barrelled.

Recalling that locally convex Baire spaces are always barrelled, it is an interesting fact that every infinite dimensional Banach space contains a dense barrelled subspace which is not Baire, by S.A. Saxon [10]. From the point of view of constructing dense barrelled subspaces $L$ of a barrelled space $X$ the smaller subspaces $L$ are the more interesting ones by the simple fact that if $L$ is dense and barrelled so are all subspaces $M$ between $L$ and $X$. For barrelled sequence spaces $X$ some known constructions of dense barrelled subspaces use “thinness conditions” on the spacing of the non-zero terms $x_n$ in the sequences $(x_n)_{n \in \mathbb{N}} \in X$. Section 3 of this article contains a unification and generalization of these constructions, which we describe now in the special case of sequence spaces.

Let $X$ be a sequence space over the field $\mathbb{K}$ of real or complex numbers. For every $x = (x_n)_{n \in \mathbb{N}} \in X$ and $k \in \mathbb{N} := \{1, 2, 3, \ldots\}$ let $g_k(x)$ denote the number of indices $n \in \{1, 2, \ldots, k\}$ such that $x_n \neq 0$. Clearly the “thinness condition”
(3) \[ \lim_{k \to \infty} \frac{g_k(x)}{k} = 0 \]

on the sequence of non-zero components of \( x \) defines a linear subspace \( L \) of \( X \). If \( X \) is the Banach space \( l^1 \), then \( L \) is a proper dense barrelled subspace of \( X \) by G. Köthe. [7], [8], §27.1, where this fact is deduced essentially from the following simple lemma.

1.1. LEMMA. A subspace \( Y \) of a (locally convex Hausdorff) barrelled space \( X \) is dense and barrelled if and only if in the topological dual \( X' \) of \( X \) every \( \sigma(X',Y) \)-bounded sequence (or, equivalently, set) is \( \sigma(X',X) \)-bounded.

Lateron, thinness condition (0) and variants thereof were used for similar purposes by J.H. Webb [16] in his Lemma D.(1) on perfect sequence spaces and by M. Valdivia [13], Theorem 1 and by M. Valdivia and P.P. Carreras [15], Example 1. Webb's Lemma D.(1) reads as follows.

**LEMMA D.(1).** If \( X \) is a perfect sequence space which is barrelled under the Mackey topology \( \tau(X, X^\alpha) \), where \( X^\alpha \) denotes the \( \alpha \)-dual of \( \alpha \) in the sense of G. Köthe [7], [8], §30, then the subspace \( L \) of \( X \) defined by (0) is barrelled under the topology \( \tau(L, X^\alpha) \).

We shall deduce this result from our Corollary 3.4, which says (roughly speaking): Suppose that \( X \) is a projection invariant barrelled sequence space such that \( x = \sum_{n=1}^{\infty} x_n e_n \) for all \( x = (x_n)_{n \in \mathbb{N}} \in X^\alpha \), where \( e_n = (\delta_{nk})_{k \in \mathbb{N}} \). Then the corresponding subspace \( L \) and even a certain smaller dense subspace \( M \) of \( L \) are barrelled. This result is a special case of our general main Theorem 3.1 in which we assume a kind of decomposition, called pseudodecomposition which is more general than a Schauder decomposition.
The notion of pseudodecomposition is introduced and discussed in Section 2. A pseudodecomposition of an 1.c. (locally convex Hausdorff topological vector) space $X$ is a pair $((X_n)_{n \in \mathbb{N}}, D)$ where the $X_n$ ($n \in \mathbb{N}$) are (not necessarily closed) subspaces of $X$ and $D \subseteq \bigcap_{n \in \mathbb{N}} X$ is a subspace such that $\sum_{n=1}^{\infty} x_n$ converges in $X$ for all $(x_n)_{n \in \mathbb{N}} \in D$ and such that every $x \in X$ has an expansion $x = \sum_{n=1}^{\infty} x_n$ for some $(x_n)_{n \in \mathbb{N}} \in D$. (This expansion need not be unique.) Obviously every Schauder decomposition of $X$ gives rise to an associated pseudodecomposition. The pseudodecomposition $((X_n)_{n \in \mathbb{N}}, D)$ is called projection invariant if $(\epsilon x_n)_{n \in \mathbb{N}} \in D$ for all $(x_n)_{n \in \mathbb{N}} \in D$ and $(\epsilon_n)_{n \in \mathbb{N}} \in \{0,1\}^\mathbb{N}$. Projection invariance is characterized in Lemma 2.4 by a summability property, and its relation with the equicontinuity of an associated set of projectors is described in Lemma 2.5 for Schauder decompositions $(X_n)_{n \in \mathbb{N}}$.

Large parts of Section 2 are devoted to demonstrating in a series of examples the very broad generality of the concept of pseudodecomposition. The Main Example 2.8 proves that there even exist Banach sequence spaces $X$ that have a projection invariant pseudodecomposition $((K_n)_{n \in \mathbb{N}}, D)$ with $\emptyset \neq K_n \subseteq D$ and with unique expansions but such that $(K_n)_{n \in \mathbb{N}}$ is not a decomposition of $X$ in the usual sense.

The main result of Section 3 is Theorem 3.1 stating that if $X$ is a barrelled (1.c.) space with a projection invariant pseudodecomposition $((X_n)_{n \in \mathbb{N}}, D)$, then also the dense subspace $L$ of $X$ defined...
by thinness condition (8) and even a certain smaller dense subspace \( M \subset L \) are barrelled. The scope of Theorem 3.1 and Corollaries 3.3.3.4 is analyzed in Sections 4 and 5 by means of some classes of examples on classical Banach or Fréchet spaces. In particular, we shall show:

(a) The hypothesis of projection invariance cannot be dropped in Theorem 3.1, and the hypothesis on the equicontinuity of the set of projectors \( p_J \) (\( J \subset \mathbb{N} \) finite) cannot be omitted in Corollary 3.3.

(b) There exist special Banach spaces with Schauder basis for which \( L \) and even a smaller subspace are barrelled although projection invariance does not hold.

(c) There are other thinness conditions more restrictive than (8) which yield dense barrelled subspaces for some special Banach or Fréchet spaces with Schauder decomposition but not for others.

(d) Thinness condition (8) is in some sense best possible (cf. Theorem 5.6).
2. PROJECTION INVARIANT PSEUDODECOMPOSITIONS.

We define pseudodecompositions of an l.c. (locally convex Hausdorff topological vector) space \( X \) by weakening the familiar defining conditions on Schauder decompositions.

2.1. DEFINITION. A pseudodecomposition of an l.c. space \( X \) is a pair \( ((X_n)_{n \in \mathbb{N}}, D) \) where the \( X_n \) are (not necessarily closed) subspaces of \( X \) and \( D \) is a subspace of 

\[
E := \{ (x_n)_{n \in \mathbb{N}} : \sum_{n=1}^{\infty} x_n \text{ converges} \}
\]

such that, for all \( x \in X \) there is a sequence \( (x_n)_{n \in \mathbb{N}} \in D \) with \( \sum_{n=1}^{\infty} x_n = x \). Here, \( (x_n)_{n \in \mathbb{N}} \) will be called an expansion of \( x \) (in \( D \)). The set of all expansions of \( x \) in \( D \) is denoted by \( D_x \).

Our concept of pseudodecomposition goes over into that of I. Singer [12], p.538, Definition 15.21, by considering only Banach spaces for \( X \), closed subspaces for \( X_n \), and \( D = E \). We will discuss this rather general concept in some detail. For all \( m \in \mathbb{N} \) let \( pr_m : \bigoplus_{n=1}^{\infty} X_n \to X_m \), \( pr_m ((x_n)_{n \in \mathbb{N}}) = x_m \), denote the \( m \)-th canonical projection. A given pseudodecomposition \( ((X_n)_{n \in \mathbb{N}}, D) \) may always be "reduced" to the pseudodecomposition \( ((pr_n(D))_{n \in \mathbb{N}}, D) \). Definition 2.1 does not require that \( x_{n \in \mathbb{N}} pr_n(D) \) lies in \( D \). Consider now the canonical linear surjection \( f : D \to X, f((x_n)_{n \in \mathbb{N}}) := \sum_{n=1}^{\infty} x_n \). If \( x_{n \in \mathbb{N}} pr_n(D) \) lies in \( D \), then its image under \( f \) is dense in \( X \). The set \( DD \) of all expansions of \( 0 \) in \( D \) is the kernel of \( f \). Every element \( x \in X \) has a unique expansion.
pseudodecomposition \((x_n)_{n \in \mathbb{N}}\) in \(D\) if and only if \(DO=(0)\). If \(((x_n)_{n \in \mathbb{N}},D)\) is a pseudodecomposition with unique expansions, one has the associated projectors
\[
q_n : x \to x, \quad q_n(x) := x_n \quad (n \in \mathbb{N}), \quad \text{and}
\]
\[
q_J := \sum_{n \in J} q_n \quad \text{for finite } J \subseteq \mathbb{N}.
\]

\(D = E\) and uniqueness of the expansions together mean that \((x_n)_{n \in \mathbb{N}}\) is a decomposition of \(X\) in the sense of J. Marti [9], Chapter VII; and if, in addition, the projectors \(q_n\) are continuous one obtains exactly the Schauder decompositions \((x_n)_{n \in \mathbb{N}}\) of \(X\) (with \(x_n = \{0\}\) admitted). The (Schauder) decompositions of \(X\) can in this way be considered as special pseudodecompositions. Applying the above to \(X\) endowed with the weak topology \(\sigma(X,X')\) one obtains weak pseudodecompositions and weak (Schauder) decompositions. Patently, every pseudodecomposition is a weak pseudodecomposition, and it is easy to see that every Schauder decomposition is a weak Schauder decomposition. Conversely, for a barrelled space \(X\), every weak Schauder decomposition is a Schauder decomposition (cf. J. Marti [9], p.128, Theorem 5).

If \(((x_n)_{n \in \mathbb{N}},D)\) is a pseudodecomposition of \(X\) with \(\emptyset \neq X \subseteq D\), with unique expansions and continuous projectors \(q_n\) (cf. (2.2)), then it is a Schauder decomposition. (To prove \(D = E\), let \((y_n)_{n \in \mathbb{N}} \in E\). Put \(x := \sum_{n=1}^{\infty} y_n\) and consider its expansion \((x_n)_{n \in \mathbb{N}} \in Dx\). Then, for all \(n, r \in \mathbb{N}\) and \(r \geq n\), the sequence \((y_1, \ldots, y_r, 0, 0, \ldots)\) is in \(D\), and the continuity of \(q_n\) implies \(\sum_{i=1}^{r} y_i = q_n(\sum_{i=1}^{r} y_i) = q_n(\sum_{i=1}^{\infty} y_i) = \)
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\[ q_n(x) = x_n, \text{ hence } (y_n)_{n \in \mathbb{N}} \in D. \]

2.2. EXAMPLE. There exists a Banach sequence space \( X \) with pseudodecomposition \( (\mathbb{K}e_n)_{n \in \mathbb{N}}, D) \) with \( e_n = (\delta_{nm})_{m \in \mathbb{N}}, n \in \mathbb{N} \), \( c \in D \) and with unique expansions, but such that \( (\mathbb{K}e_n)_{n \in \mathbb{N}} \) is not a decomposition of \( X \), i.e. such that \( D \neq E \).

(a) Let \( Z \) be an l.c. space with a topological basis \( (b_n)_{n \in \mathbb{N}} \). That is, for very \( z \in Z \) there exists exactly one sequence \( (\lambda_n)_{n \in \mathbb{N}} \) in \( \mathbb{K} \) such that \( z = \sum_{n=1}^{\infty} \lambda_n b_n \). (If, in addition, \( z \rightarrow \lambda_n \) is continuous for all \( n \in \mathbb{N} \), then \( (b_n)_{n \in \mathbb{N}} \) is called a Schauder basis.) Let \( N \subset Z \) be a closed subspace such that \( N \neq \{0\} \) and \( N \cap \text{span} \{b_n : n \in \mathbb{N}\} = \{0\} \). Let \( Y \) be a complementary subspace of \( N \) in \( Z \) containing \( \text{span} \{b_n : n \in \mathbb{N}\} \). Thus \( Y \) is a proper dense subspace of \( Z \). Transferring the Hausdorff quotient topology from \( Z/N \) to \( Y \) by means of the canonical isomorphism \( Y \cong Z/N \) one obtains an l.c. space \( X \) with the same underlying vector space as \( Y \). The topology of \( X \) is strictly coarser than that of \( Y \), since for \( a \in N \), \( a \neq 0 \) and \( a = \sum_{n=1}^{\infty} \lambda_n b_n \) in \( Z \), the series \( \sum_{n=1}^{\infty} \lambda_n b_n \) is not convergent in \( Y \), but it is convergent in \( X \) with sum 0.

Consider now the decomposition \( (\mathbb{K}b_n)_{n \in \mathbb{N}} \) of \( Y \) as a pseudodecomposition \( (\mathbb{K}b_n)_{n \in \mathbb{N}}, D) \) of \( Y \), where

\[ D : = \{ (x_n)_{n \in \mathbb{N}} \in \mathbb{K}_{n \in \mathbb{N}} b_n : n \sum_{n=1}^{\infty} \lambda_n b_n \text{ converges in } Y \}. \]

This is at the same time a pseudodecomposition of \( X \) with unique expansions in \( D \). (Uniqueness holds since for \( (y_n)_{n \in \mathbb{N}} \in D \) the sum \( \sum_{n=1}^{\infty} y_n \) in \( X \) agrees with the sum in \( Y \), and \( (Mb_n)_{n \in \mathbb{N}} \) is a decomposi-
tion of Y.) However, it is not a decomposition of X: The space E from (2.1.) for this pseudodecomposition is strictly larger than D since E contains the subspace
\[ F := \{(z_n)_{n \in \mathbb{N}} \in \prod_{n=1}^{\infty} \mathbb{K} b_n : \sum_{n=1}^{\infty} z_n \text{ converges in } Z\}. \]
If we use for \( Z \) a barrelled space then \( X \) is also barrelled; and if we choose \( Z \) as a Banach sequence space with Schauder basis \((b_n)_{n \in \mathbb{N}} = (e_n)_{n \in \mathbb{N}}, \) then \( X \) and \( D = (Ke_n)_{n \in \mathbb{N}}, D \) have the required properties. If \( Z = 1^2 \), then a Hilbert space structure is induced on \( X \) by that of \( 1^2/N \).

Returning to the case of an \( l_1 \text{c.} \) space \( Z \), we note that the projectors \( q_m \) (see (2.2)) for our pseudodecomposition of \( X \) are not all continuous by the remark before 2.2. (This also becomes obvious if one takes \( a \in \mathbb{N}, a > 0, a = \sum_{n=1}^{\infty} a_n \text{ in } Z \) with \( a \in \mathbb{K} b_n \) \((n \in \mathbb{N})\), chooses \( m \in \mathbb{N} \) such that \( a_n \neq 0 \) and notes that \( \sum_{n=1}^{\infty} a_n = 0 \) in \( X \). but \( q_m(\sum_{n=1}^{\infty} a_n) = a_m \) for all \( r \geq m \).)

(b) We now compare the spaces \( E \) and \( F \) of the above construction more closely. Clearly we have the internal algebraic direct sums \( E = \oplus F_0 \) and \( F = \oplus G \) where
\[ F_0 := \{(x_n)_{n \in \mathbb{N}} \in \prod_{n=1}^{\infty} \mathbb{K} \text{ if } \sum_{n=1}^{\infty} x_n = 0 \text{ in } X\}, \]
\[ G := \{(x_n)_{n \in \mathbb{N}} \in \prod_{n=1}^{\infty} \mathbb{K} b_n : \sum_{n=1}^{\infty} x_n \text{ converges in } Z, \text{ with sum in } N\}, \]
and clearly \( G \subset E_0 \). Therefore \( F = E \) holds if and only if \( G = E_0 \).

We assume now that \((b_n)_{n \in \mathbb{N}}\) is a Schauder basis of \( Z \), and we claim:
If dim $N$ is finite, then $F=E$, i.e., $G=E_0$; and if dim $N$ is infinite and $Z=\ell^p$ with $1 \leq p < \infty$, one may have $F \parallel E$.

1. Let dim $N$ be finite and $(x_n)_{n \in N} \subseteq E$. To prove $(x_n)_{n \in N} \subseteq G$ we may assume that $(x_n)_{n \in N} \not\subseteq 0$. Let $C$ be the compact unit sphere for some norm on $N$, and let $\mathcal{U}_0(Z)$ denote the filter of all neighbourhoods of $0$ in $Z$. For every $U \in \mathcal{U}_0(Z)$ we choose a natural number $r_U$ such that, for all $r \geq r_U$, there exist some elements $z_{U,r} \in C$ and $\lambda_{U,r} \in \mathbb{K}$ such that

$$(2.3) \quad \sum_{n=1}^{r} x_n - \lambda_{U,r} z_{U,r} \in U.$$ 

The set $T := \{(U,r) \in \mathcal{U}_0(Z) \times \mathbb{N} : r \geq r_U\}$ is directed by $(U,r) \leq (U',r')$ if and only if $U \supseteq U'$ and $r \leq r'$. The net $(z_{U,r},(U,r) \in T$ in $C$ has a subnet $(z_{U',r'}(U',r') \in T$ converging to some point $c \in C$. Applying now to $(2.3)$ the continuous projectors $q_n$ for the Schauder decomposition $(\ell^p_n)_{n \in \mathbb{N}}$ of $Z$, one sees that the subnet $(\lambda_{U,r})_{s \in S}$ of $\ell^p$ converges to some $\lambda \in \mathbb{K}$ and that $x_n = \lambda q_n(c)$ for all $n \in \mathbb{N}$, i.e., $\sum_{n=1}^{\infty} x_n = \lambda c$ in $Z$. Hence $(x_n)_{n \in N} \subseteq G$, and this proves our first assertion $G=E_0$.

2. Let $Z=\ell^p$ with $1 \leq p < \infty$ and $b_n = e_n (n \in \mathbb{N})$. We define a closed subspace $N$ of $Z$ such that $E \parallel F$ as follows: Let $\{I_k\}_{k \in \mathbb{N}}$ be a partition of $\mathbb{N}$ into infinite subsets $I_k$ and let $d_k = \sum_{n \in I_k} 2^{-n} e_n (k \in \mathbb{N})$. We define $N$ to be the closure of span $\{a_n : n \in \mathbb{N}\}$ in $Z$, where $a_1 = e_1 - d_1$.
and \( a_n := e_{2n-1} + d_{n-1} - d_n \) for \( n \geq 2 \). The space \( N \) consists of all elements of the form \( \sum_{n=1}^{\infty} \lambda_n a_n \) with \((\lambda_n)_{n \in \mathbb{N}} \in l^p\), and \((\lambda_n)_{n \in \mathbb{N}} \rightarrow \sum_{n=1}^{\infty} \lambda_n a_n\) is a topological isomorphism of \( l^p \) onto \( N \), whence \((a_n)_{n \in \mathbb{N}}\) is a Schauder basis of \( N \). Obviously \( N \cap \text{span}\{e_n : n \in \mathbb{N}\} = \{0\} \) since the \( I_k \) are infinite and disjoint. Choose a complementary subspace \( Y \) of \( N \) in \( l^p \) which contains \( \text{span}\{e_n : n \in \mathbb{N}\} \) and define \( X \) as in part (a). Then we see from \( e_1 + e_3 + \ldots + e_{2n-1} = a_1 + a_2 + \ldots + a_n + d_n \) that \( \sum_{k=1}^{n} e_{2k-1} \) converges in \( X \) with sum 0. Hence the sequence \( \left( \frac{1}{2}(1 - (-1)^n)e_n \right)_{n \in \mathbb{N}} \) belongs to \( E_0 \) but not to \( F \). This proves our second assertion under (b).

We shall improve Example 2.2 in our Main Example 2.8 by making the pseudodecomposition in addition, projection invariant (cf. Definition 2.3). Most pseudodecompositions \((X_n)_{n \in \mathbb{N}}, D)\) to be needed later will be invariant under the canonical projections

\[
p_J : \prod_{n \in \mathbb{N}} X_n \rightarrow \prod_{n \in \mathbb{N}} X_n \quad (J \subseteq \mathbb{N}),
\]

(2.4)

\[
p_J((x_n)_{n \in \mathbb{N}}) = (y_n)_{n \in \mathbb{N}}, \text{ where } y_n = x_n \text{ for } n \in J \text{ and } y_n = 0 \text{ for } n \notin J.
\]

2.3. DEFINITION. A pseudodecomposition \((X_n)_{n \in \mathbb{N}}, D)\) of an l.c. space \( X \) is called projection invariant if \( D \) is projection invariant, i.e., if \( p_J(D) \subseteq D \) for all \( J \subseteq \mathbb{N}, ((X_n)_{n \in \mathbb{N}}, D) \) is called unconditional
if all series $\sum_{n=1}^{\infty} x_n$ with $(x_n)_{n \in \mathbb{N}} \in D$ are unconditionally convergent.

A projection invariant pseudodecomposition contains always the projection invariant subspace $\oplus_{n \in \mathbb{N}} p_n(D)$ and one may reduce it by replacing the spaces $X_n$ by $p_n(D)$.

If $((X_n)_{n \in \mathbb{N}}, D)$ is a projection invariant pseudodecomposition of $X$ with unique expansions $x \mapsto (x_n)_{n \in \mathbb{N}}$, there exist the projectors

(2.5) $q_J : x \rightarrow X, q_J(x) = \sum_{n \in J} y_n$ with $y_n$ from (2.4), for all $J \subseteq \mathbb{N}$, extending (2.2). If $X$ is an $1.c.$ space with a projection invariant pseudodecomposition $((X_n)_{n \in \mathbb{N}}, D)$, then for all $(x_n)_{n \in \mathbb{N}} \in D$, the series $\sum_{n=1}^{\infty} x_n$ is subseries convergent. By M.M. Day [1], p. 78, this is equivalent to saying that the sequence $(x_n)_{n \in \mathbb{N}}$ and all its subsequences are summable, or equivalently, that $\sum_{n=1}^{\infty} x_n$ and all its subseries are unconditionally convergent. By a form of the Dunford-Pettis Theorem (cf. H.Jarchow [5], p. 308, Theorem 4), these statements about convergence and summability are equivalent to the corresponding ones with respect to the weak topology of $X$. Thus the notions of projection invariant pseudodecomposition and of projection invariant weak pseudodecomposition are equivalent. Also by the above, every projection invariant pseudodecomposition is unconditional.

The next lemma shows that under a mild completeness assumption on $X$, the projection invariance of a pseudodecomposition $((X_n)_{n \in \mathbb{N}}, E)$ with $E$ from (2.1) may be characterized by the summability
of the sequences \((x_n)_{n \in \mathbb{N}} \in E\). We call a series \(\sum_{n=1}^{\infty} y_n\) with \(y_n \in X (n \in \mathbb{N})\) a Cauchy series if its partial sums form a Cauchy sequence. A pseudodecomposition \(((X_n)_{n \in \mathbb{N}}, D)\) with \(D = E\) is called complete if

\[
\sum_{n=1}^{\infty} x_n \text{ with } x_n \in X_n \quad (n \in \mathbb{N})\]

and hence \((x_n)_{n \in \mathbb{N}} \in E\). This condition is trivially satisfied if \(X\) is sequentially complete. For Schauder decompositions it has been introduced by N. Kalton [6], p. 35.

2.4. Lemma. A complete pseudodecomposition \(((X_n)_{n \in \mathbb{N}}, D)\) with \(D = E\) (cf. (2.1)) of an l.c. space \(X\) is projection invariant if and only if all sequences \((x_n)_{n \in \mathbb{N}} \in E\) are summable, i.e., if and only if it is unconditional.

Proof. The condition is necessary as remarked after (2.5). Now let it be fulfilled. Let \((x_n)_{n \in \mathbb{N}} \in E, J \subset \mathbb{N} \text{ and } (y_n)_{n \in \mathbb{N}} := p_J((x_n)_{n \in \mathbb{N}})\). For every neighbourhood \(U\) of 0 in \(X\) there is a finite set \(I \subset \mathbb{N}\) such that for all finite sets \(K \subset \mathbb{N}\) with \(K \cap I = \emptyset\) one has \(\sum_{n \in K} x_n \in U\). It follows that also \(\sum_{n \in K} y_n \in U\) for these \(K\). So the series \(\sum_{n=1}^{\infty} y_n\) is Cauchy and by (2.6) converges, i.e., \((y_n)_{n \in \mathbb{N}} \in E\).

Consequently, if a topological basis \((b_n)_{n \in \mathbb{N}}\) of an l.c. space \(X\) yields a complete (pseudo-) decomposition \(((Kb_n)_{n \in \mathbb{N}}, E)\) of \(X\), one can say that this (pseudo-) decomposition is projection invariant if and only if \((b_n)_{n \in \mathbb{N}}\) is an unconditional basis.
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In the next lemma we give a relationship between projection invariance of a Schauder decomposition \((X_n)_{n \in \mathbb{N}}\) of an l.c. space \(X\) and equicontinuity of the set

\[(2.7) \quad P := \{q_J : J \subseteq \mathbb{N} \text{ finite }\}\]

of continuous projectors \(q_J\) from (2.2). We recall that by D.G.H. Garling [3], p.1001, Theorem 2. \(P\) is equicontinuous if and only if \(X\) has a base \(\mathcal{B}\) of neighbourhoods of 0 such that \(q(U) \subseteq U\) for all \(q \in P\) and \(U \in \mathcal{B}\).

2.5. **Lemma.** Let \(X\) be an l.c. space with Schauder decomposition \((X_n)_{n \in \mathbb{N}}\). If \(X\) is barrelled and \((X_n)_{n \in \mathbb{N}}\) is projection invariant, then the set \(P\) from (2.7) is equicontinuous, or, equivalently, \(\{q_J : J \subseteq \mathbb{N}\} \quad (\text{cf.} (2.5))\) is equicontinuous. If \(P\) is equicontinuous and \((X_n)_{n \in \mathbb{N}}\) is complete \(\quad (\text{cf.} (2.6))\), then \((X_n)_{n \in \mathbb{N}}\) is projection invariant.

Proof. To prove the first statement, suppose that \(P\) is not equicontinuous. Then, as \(X\) is barrelled, \(P\) is not pointwise bounded. So there exist some \(x \in X\) with expansion \((x_n)_{n \in \mathbb{N}}\) and \(u \in X'\) such that \(\{u(q_J(x)) : J \subseteq \mathbb{N} \text{ finite}\}\) is unbounded. Since \(\{u(q_J(x)) : J \subseteq \{1, 2, \ldots, m\}\}\) is bounded for each \(m \in \mathbb{N}\), one obtains inductively a sequence \((J_k)_{k \in \mathbb{N}}\) of finite sets \(J_k \subseteq \mathbb{N}, J_k \neq \emptyset\), such that \(\max J_k < \min J_{k+1}\) and

\[|u(q_{J_k}(x))| - \sum_{n \in J_k} u(x_n) | \geq k \quad (k \in \mathbb{N}).\]

This means that the subseries of \(\sum_{n=1}^{\infty} x_n\) corresponding to \(J := \bigcup_{k=1}^{\infty} J_k\)
is not a Cauchy series, whence \( p_j((x_n)_{n \in \mathbb{N}}) \notin \mathcal{E} \), contrary to the assumption.

To prove the second statement, let \((x_n)_{n \in \mathbb{N}} \in \mathcal{E}\) and \(J \subseteq \mathbb{N}\). To show that \((y_n)_{n \in \mathbb{N}} := p_j((x_n)_{n \in \mathbb{N}}) \in \mathcal{E}\), let \(U\) be a neighbourhood of \(0\) in \(X\). There exists a neighbourhood \(V\) of \(0\) in \(X\) such that \(q_K(V) \subseteq U\) for all finite \(K \subseteq \mathbb{N}\). Then there exists some \(m \in \mathbb{N}\) such that \(\sum_{n=r}^{s} x_n \in U\) for \(m < r < s\). Applying the map \(q_{\{r, \ldots, s\}} \circ j\) one obtains \(\sum_{n=r}^{s} y_n \in U\) for \(m < r < s\). This means that \(\sum_{n=1}^{\infty} y_n\) is a Cauchy series and hence converges since \((X_n)_{n \in \mathbb{N}}\) is complete.

A theorem of N. Kalton [6], p. 35 implies that a barrelled space with a complete Schauder decomposition \((X_n)_{n \in \mathbb{N}}\) is complete (resp. quasicomplete, resp. sequentially complete) if and only if the spaces \(X_n\) (\(n \in \mathbb{N}\)) have these properties, respectively.

In Example 4.1 we show that the classical Banach space \(bv_0\) has a Schauder basis \((b_n)_{n \in \mathbb{N}}\) such that the associated Schauder decomposition \((\mathcal{K}b_n)_{n \in \mathbb{N}}\) is not projection invariant.

2.6. EXAMPLE. In every separable metrizable and complete l.c. space \(X\) \[\{0\}\] one has the projection invariant pseudodecompositions \(((X_n)_{n \in \mathbb{N}}, D)\), where \((X_n)_{n \in \mathbb{N}}\) is any sequence of one-dimensional subspaces of \(X\) with \(\bigcup_{n=1}^{\infty} X_n\) dense in \(X\) and

\[
D := \{ (x_n)_{n \in \mathbb{N}} \in \bigcup_{n=1}^{\infty} X_n : (x_n)_{n \in \mathbb{N}} \text{ is subsequence summable} \}.
\]

Certainly \(D\) is a projection invariant subspace of \(\bigcup_{n=1}^{\infty} X_n\). Let \(d\) be a translation invariant metric for \(X\). Then, for every \(x \in X\),

\[ d(\sum_{n=1}^{\infty} x_n, \sum_{n=1}^{\infty} y_n) = \sum_{n=1}^{\infty} d(x_n, y_n) \]

where \(x_n, y_n \in X\). This is the Cauchy criterion for \(X\) being a complete metric space.
one finds inductively a strictly increasing sequence \((n_j)_{j \in \mathbb{N}}\) in \(\mathbb{N}\) and \(x_{n_j} \in X_{n_j}\) such that
\[
d(x, \sum_{j=1}^{k} x_{n_j}) < 2^{-k} \quad (k \in \mathbb{N}).
\]
Then \(d(x, x_{n_k+1}, 0) < 2^{1-k}\) and hence \((x_{n_j})_{j \in \mathbb{N}}\) is subsequence summable with sum \(x\). Putting \(x_n := 0\) for all \(n \in \mathbb{N} \setminus (n_j : j \in \mathbb{N})\) one has \((x_n)_{n \in \mathbb{N}}\) and \(x = \sum_{n=1}^{\infty} x_n\), as desired. Plainly, the expansions in \(D\) are not unique.

Familiar examples of l.c. spaces with projection invariant Schauder decompositions are the products and the locally convex direct sums of l.c. spaces and the \(l^p\)-sums of normed spaces \((1 \leq p < \infty)\). J. Marti [9], p. 91, Corollary 3 gives an example of a projection invariant decomposition of the Banach space \(l^\infty\) which is not a Schauder decomposition. A similar construction works for many separable metrizable spaces \(X\):

2.7. EXAMPLE. Let \(X\) be a separable metrizable l.c. space which has a closed subspace \(Y\) with a projection invariant Schauder decomposition \((Y_n)_{n \in \mathbb{N}}\) such that \(Y_n \neq \{0\} (n \in \mathbb{N})\). Then \((Y_{2n})_{n \in \mathbb{N}}\) is a projection invariant Schauder decomposition of \(Z := \overline{\text{span}} \bigcup_{n \in \mathbb{N}} Y_{2n}\). Since \(X\) is metrizable and separable and \(Z\) has infinite codimension, \(Z\) possesses a dense complementary subspace \(X_1 \neq X\). Letting \(X_n := Y_{2n-2}\) for \(n \geq 2\), it is easily seen that \((X_n)_{n \in \mathbb{N}}\) is a projection invariant decomposition of \(X\), but not a Schauder decomposition.
The following Main Example 2.8 shows that the concept of a projection invariant pseudodecomposition \(((X_n)_{n \in \mathbb{N}}, D)\) is strictly more general than that of a projection invariant decomposition, even for Banach sequence spaces \(X\) and even under the additional restriction that the expansions in \(D\) are unique and the subspaces \(X_n\) are one-dimensional.

**2.8. MAIN EXAMPLE.** There exist l.c. sequence spaces and even Banach sequence spaces \(X\) which have a projection invariant pseudodecomposition \(((\mathbb{K}e_n)_{n \in \mathbb{N}}, D)\) (where \(e_n = (\delta_{nk})_{k \in N}\) with \(n \in \mathbb{N}\), \(\mathbb{K}e_n \subset D\) and with unique expansions but such that \((\mathbb{K}e_n)_{n \in \mathbb{N}}\) is not a decomposition of \(X\). In order to exhibit such spaces we return to the construction in Example 2.2. We start with an l.c. sequence space \(Z\) which has \((e_n)_{n \in \mathbb{N}}\) as a topological basis such that \(\varphi := \text{span}\{e_n : n \in \mathbb{N}\} + Z\). As in Example 2.2. (a) we choose a closed subspace \(N \neq \{0\}\) of \(Z\) with \(N \cap \varphi = \{0\}\) and a complementary subspace \(Y\) of \(N\) in \(Z\) containing \(\varphi\). Recall that, by carrying over the quotient topology from \(Z/N\) to \(Y\) by means of the canonical isomorphism \(Z/N \simeq Y\), \(Y\) gives rise to an l.c. space \(X\) with the pseudodecomposition \(((\mathbb{K}e_n)_{n \in \mathbb{N}}, D)\) where

\[
D := \{(x_n)_{n \in \mathbb{N}} \in \prod_{n=1}^{\infty} X_n : \sum_{n=1}^{\infty} x_n \text{ converges in } Y\},
\]

and that the expansions in \(D\) are unique. To make \(D\) projection invariant we choose \(Y\) invariant under the projectors \(p_J : K^N \to K^N (J \subseteq N; \text{cf. (2.4)}\)). Such \(Z, N, Y\) exist in abundance as subspaces of \(1^p\).
with $1 \leq p < \infty$ (and of all other Banach sequence spaces that have $(e_n)_{n \in \mathbb{N}}$ as a Schauder basis): Begin with any proper projection invariant subspace $Y$ of $l^p$ with $\varphi \in Y$ (such as $Y := \varphi$ itself) and choose any closed subspace $N \neq \{0\}$ of $l^p$ with $Y \cap N = \{0\}$. Then the subspace $Z := Y + N$ of $l^p$, together with $N, Y$, is as desired. (Z need not be projection invariant.) The more difficult task is to make $X$ a Banach space. This is done by starting with a projection invariant Banach sequence space $Z$ with $(e_n)_{n \in \mathbb{N}}$ as Schauder basis and showing that $Z$ always has projection invariant hyperplanes $Y$ containing $\varphi$; $N$ may then be any complementary subspace of $Y$ in $Z$ (and $X$ and $(\langle e_n \rangle_{n \in \mathbb{N}})$ are then obtained as above). The existence of such hyperplanes $Y$ is guaranteed by the following algebraic lemma that covers more general cases as well. (Alternatively, the last part of Lemma 2.10 could be invoked.)

2.9. **Lemma.** Let $(X_i)_{i \in I}$ be a family of vector spaces over a field $K$ and let $L$ be a projection invariant subspace of $\bigoplus_{i \in I} X_i$ (cf. (2.4)). Then every proper projection invariant subspace $M$ of $L$ is the intersection of all projection invariant hyperplanes $H \subset L$ with $M \subset H$. In particular, if $\bigoplus_{i \in I} X_i \subset L$, there exists a projection invariant hyperplane of $L$ containing $\bigoplus_{i \in I} X_i$.

**Proof.** For $A \subset 1, x \in \bigoplus_{i \in I} X_i$, and $T \subset \bigoplus_{i \in I} X_i$, let $x_A := p_A(x)$ and $T_A := p_A(T)$, with $p_A$ analogous to (2.4). Let $M$ be as in Lemma 2.9 and $d \in \bigcap M$. The set of all projection invariant subspaces $U \subset L$ such that $M \subset U$ and $d \in U$ contains a maximal element $H$ by Zorn's Lemma. If we show that $H$ is a hyperplane the proof will be finished. Suppose that $H$ is not a hyperplane. Choose a subspace $T \subset L$ with $H \nsubseteq T$.
and \( d \notin T \). As \( H \) is maximal, \( T \) is not projection invariant. Choose \( z \in T \) and \( A \subset 1 \) with \( z \notin T \). Let \( A' = 1 \setminus A \). Then also \( z \notin z \notin T \). Plainly, \( S := \text{span} \{ z : B \subset A \} \) is projection invariant. So also \( H + S \) is projection invariant. As \( z \notin S \) we have \( H + H + S \). Because \( H \) is maximal, we deduce that \( d \in H + S \), whence \( d \in H + C \). The same argument applied to \( A' \) instead of \( A \) gives \( d \in H \). So \( d = d + d \in H \), a contradiction.

If \( ((X_n)_{n \in N}, D) \) is a pseudodecomposition of an 1.c. space \( X \) and \( C \) is a complementary subspace of \( D \) (see 2.1) in \( D \), then \( ((X_n)_{n \in N}, C) \) is a pseudodecomposition of \( X \) with unique representations. However if \( ((X_n)_{n \in N}, D) \) is projection invariant, \( ((X_n)_{n \in N}, C) \) need not be projection invariant. That \( C \) may be chosen projection invariant under additional algebraic conditions is contained in the following lemma, to be applied with \( N, D, D_0, X \) instead of \( I, L, N, M \).

2.10. LEMMA. Let \( (X_1)_{1 \in I} \) be a family of \( K \)-vector spaces and \( L \) a projection invariant subspace of \( \prod_{i \in I} X_i \). A subspace \( N \) of \( L \) has a projection invariant complementary subspace \( S \) in \( L \) if one of the following conditions is satisfied.

(a) \( \dim N \) is finite.

(b) The codimension \( m \) of \( N \) in \( L \) is finite, and for all subsets \( J \subset I \) of at most \( m \) elements one has

\[
p_J(\prod_{i \in I} X_i) \cap N = \{0\}.
\]

(c) The set of all sets \( I := \{i \in I : x_i \neq 0\} \) with \( x = (x_i)_{i \in I} = 0 \) has the finite intersection property.

If (a) is satisfied and \( MCL \) is a projection invariant subspace
with $MN = \{0\}$, $S$ may be chosen such that $M \subseteq S$.

Proof. 1. Let (a) hold and let $M \subseteq L$ be a projection invariant subspace with $MN = \{0\}$. We argue by induction on $n := \dim N$. The case $n=0$ is trivial. To pass from $n-1$ to $n$, choose $a \in N, a \neq 0$. By Lemma 2.9 there is a projection invariant hyperplane $H$ in $L$ with $M \subseteq H$ and $a \notin H$. Hence we have the internal direct sum $N = (H \cap N) + Ka$. By induction hypothesis, $H \cap N$ has a projection invariant complementary subspace $S$ in $H$ with $M \subseteq S$. By adding $Ka$ to $H = S + (H \cap N)$ we obtain $L = S + N$.

2. Let (b) hold. There are $m$ linearly independent elements $d_1, \ldots, d_m$ in $L$. Then there exists a subset $J \subseteq 1$ with at most $m$ elements such that $p_J(d_1), \ldots, p_J(d_m)$ are linearly independent. So there are $k_1, \ldots, k_m \in \{1, \ldots, m\}$ and $i_1, \ldots, i_m \in J$ such that $p_{\{i_1\}}(d_{k_1}), \ldots, p_{\{i_m\}}(d_{k_m})$ are linearly independent. These vectors span an $m$-dimensional projection invariant subspace $S$ of $p_J(\prod_{i \in I} X_i)$, and $SN = \{0\}$ by assumption. Hence $S$ is as desired.

3. If (c) is satisfied, there is an ultrafilter $\mathcal{U}$ on $1$ such that $1_x \in \mathcal{U}$ for all $x \in N \setminus \{0\}$. The subspace $T := \{x \in L : p_A(x) = 0 \text{ for some } A \in \mathcal{U}\}$ has intersection $\{0\}$ with $N$. Choose a complementary subspace $S$ of $N$ in $L$ with $T \subseteq S$. The proof will be finished if we show that $S$ is projection invariant. Let $x \in S$ and $A \in \mathcal{A}$. If $A' := I \setminus A \in \mathcal{U}$, then $p_A'(x) = x - p_A(x) \in S$. If $A' \notin \mathcal{U}$, then $A \in \mathcal{U}$, so, by the last argument, $p_A(x) \in S$, and again we have $p_A(x) = x - p_A'(x) \in S$.

The hypothesis $p_J(\prod_{i \in I} X_i) \cap N = \{0\}$ is not superfluous in 2.10, (b) as is obvious from the example $I := N, X_n := K (n \in N), L := K^N$, and...
N a hyperplane containing $\bigcap_{n \in \mathbb{N}} K_n$. Case (b) is not interesting for the above application to pseudodecompositions since from $X \sim D/D_0 = L/N$ and (b) one obtains $\dim X = m$.

The first part of Lemma 2.9 and the part of Lemma 2.10 pertaining to condition (a) generalize to arbitrary vector spaces $L$ (not necessarily embedded in a product) for which there is given a Boolean algebra of projectors $\mathfrak{B}(L)$ with zero element $0 \in \mathfrak{B}(L)$, unit element $\text{id}_L$, and the usual properties $u \cdot v = u \cdot v = v \cdot u$, $u \cdot v = u + v - u \cdot v$ and complement $u' = \text{id}_L - u$.

3. THINNESS CONDITIONS AND DENSE BARRELED SUBSPACES.

Let $X$ be an l.c. space and $((X_n)_{n \in \mathbb{N}}, D)$ a pseudodecomposition of $X$. Similarly as in the Introduction we define $g_k((x_n)_{n \in \mathbb{N}})$ for $(x_n)_{n \in \mathbb{N}} \in D$ and $k \in \mathbb{N}$ as the number of indices $n \in \{1, \ldots, k\}$ such that $x_n \neq 0$. Then the thinness condition

$$\lim_{k \to \infty} \frac{1}{k} g_k((x_n)_{n \in \mathbb{N}}) = 0$$

determines a subspace $D(\theta)$ of $D$ whose image under the canonical map $f : D \to X$, $(x_n)_{n \in \mathbb{N}} \mapsto \sum_{n=1}^{\infty} x_n$ is the subspace

$$L : = \{ x \in X : \text{there exists } (x_n)_{n \in \mathbb{N}} \in D \text{ which satisfies } (\theta) \}$$

of $X$. Of course $L$ need not be a proper subspace, but in many cases obviously it is. (If $\dim X \geq 2$ in Example 2.6, the subspace $L$ is not proper as can be easily checked. The same applies to the subspace $M$ to be defined presently.) Besides $L$ we consider a smaller
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subspace $\mathcal{M} = \text{span } \mathcal{M}_0$, where $\mathcal{M}_0 \subset X$ is defined by a thinner round it ion more restrictive than ($\emptyset$), depending on an arbitrary preassigned sequence $(b_j)_{j \in \mathbb{N}}$ in $\mathbb{N}$ as follows.

Let $J$ be the set of all subsets $J \subset \mathbb{N}$ which are either finite or, if $J = \{n_j : j \in \mathbb{N}\}$ with $n_j < n_{j+1}$ ($j \in \mathbb{N}$), satisfy

$$(J.1) \quad n_{j+1} - n_j \leq n_{j+2} - n_{j+1} \quad (j \in \mathbb{N}), \quad \text{and} \quad \lim_{j \to \infty} (n_{j+1} - n_j) = \infty,$$

and

$$(5.2) \quad \text{the sequence } \left(\frac{n_{j+1} - n_j}{b_j}\right)_{j \in \mathbb{N}} \text{ is unbounded.}$$

Cancelling the first condition under ($J.1$) leads to a larger class $\hat{J}$, which for increasing $(b_j)_{j \in \mathbb{N}}$ contains all subsets of sets $J \in \hat{J}$. If $(b_j)_{j \in \mathbb{N}}$ is bounded, ($J.1$) implies ($5.2$).

Now we define

$$(3.2) \quad \mathcal{M}_0 := \{x \in X : \text{there is } (x_n)_{n \in \mathbb{N}} \in D \text{ such that } \{n \in \mathbb{N} : x_n \neq 0\} \subset J \text{ for some } J \in J\}.$$ 

$\mathcal{M}_0$ need not be a subspace of $X$ as can be seen from the spaces $\mathbb{R}^\mathbb{N}$ or $L^p$ ($1 \leq p < \infty$) with their Schauder decompositions $(\mathbb{K}_n)_{n \in \mathbb{N}}$. Because of ($J.1$) one has $\mathcal{M}_0 \subset L$, hence also

$$(3.3) \quad \mathcal{M} = \text{span } \mathcal{M}_0$$

is contained in $L$. This inclusion may be proper even if one disregards
(5.2). (For $X:=1$ and $X_n$: Men the element \[ \sum_{k=1}^{\infty} \sum_{j=1}^{k} 2^{-k} e_{2^{k+j}} \] lies in $L$ but not in $M$.)

If $(X_n, n \in \mathbb{N}, D)$ is assumed to be projection invariant, then $M_0$ and hence $M$ and $L$ are dense in $X$ since they contain the sums of the sequences $(x_n, n \in \mathbb{N}, \mathbb{N} \times X_n(D))$.

Now we come to the main result of this section.

3.1. THEOREM. If $X$ is a barrelled space with a projection invariant pseudodecomposition $((X_n, n \in \mathbb{N}, D))$, then also the dense subspaces $M$ and $L$ from (3.3) and (3.1) are barrelled.

REMARK. The fact that $M$ and $L$ are barrelled in their relative topologies implies that also $(M, \tau(M, X'))$ and $(L, \tau(L, X'))$ are barrelled, for a barrelled space carries the Mackey topology, and $\tau(M, M') = \tau(M, X')$ and $\tau(L, L') = \tau(L, X')$ hold always true.

Because of $M \subset L$ and in view of Lemma 1.1, Theorem 3.1 is an immediate consequence of the following proposition about not necessarily barrelled $l.c.$ spaces $X$.

3.2. PROPOSITION. If $X$ is an $l.c.$ space with a projection invariant pseudodecomposition $((X_n, n \in \mathbb{N}, D))$ then every $\sigma(X', M)$-bounded subset of $X'$ is $\sigma(X', X)$-bounded.

(b) More sharply, let $X$ be any $l.c.$ space, let $(u_r, r \in \mathbb{N})$ be a sequence in $X'$ and let $x \in X$ be such that $(u_r(x))_{r \in \mathbb{N}}$ is unbounded. Suppose that there is a sequence $(x_n, n \in \mathbb{N})$ in $X$ such that $x = \sum_{n=1}^{\infty} x_n$ and that this series is subseries convergent. Then there exists a $J \in J$ (see (J.1) and (5.2)) such that $(u_r(\sum_{n \in J} x_n))_{r \in \mathbb{N}}$ is unbounded.
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Proof. Clearly (a) follows from (b). If now under the hypotheses of (b) there is a finite set \( J \subseteq \mathbb{N} \) such that the sequence \((u_r(\sum_{n \in J} x_n))_{r \in \mathbb{N}}\) is unbounded, then \( J \) belongs to \( J \) and is as desired. We assume now that

\[(3.4) \quad (u_r(\sum_{n \in J} x_n))_{r \in \mathbb{N}} \text{ is bounded for every finite set } I \subseteq \mathbb{N}.
\]

The desired set \( J \subseteq J \) will be obtained by a sliding hump argument in the form \( J = \{ n_i : i \in \mathbb{N} \} \) with \( n_i < n_{i+1} \) (\( i \in \mathbb{N} \)). The construction of the \( n_i \) involves the inductive construction of four sequences \((a_k)_{k \in \mathbb{N}}, (\rho_k)_{k \in \mathbb{N}}, (r_k)_{k \in \mathbb{N}}, (m_k)_{k \in \mathbb{N}}\) in \( \mathbb{N} \). It is convenient to put

\[(3.5) \quad s_0 := 0 \text{ and } s_k := \sum_{i=1}^{k} (\rho_i a_{i-1} + (m_i - 1)a_i) \text{ for } k \in \mathbb{N}.
\]

Forming for every \( k \in \mathbb{N} \) the finite arithmetic progression

\[(3.6) \quad s_{k-1} + \rho_k a_{k-1} + \mu a_k \quad (\mu = 0, 1, \ldots, m_k - 1),
\]

(whose last term \( s_k \) is strictly smaller than the first term \( s_k + \rho_{k+1} a_k \) of the next progression) and putting these progressions one after another, the resulting sequence \((n_i)_{i \in \mathbb{N}}\) will be as desired.

We set now \( c_0 := 0 \) and note that

\[(3.7) \quad c_k := \sup_{r \in \mathbb{N}} |u_r(\sum_{i=1}^{m_i - 1} x_{s_{i-1} + r} a_{i-1} + \mu a_i)| \quad e \mathbb{R} \text{ for all } k \in \mathbb{N}.
\]

The sequences \((a_k)_{k \in \mathbb{N}}, (\rho_k)_{k \in \mathbb{N}}, (r_k)_{k \in \mathbb{N}}, (m_k)_{k \in \mathbb{N}}\) shall satisfy conditions \((a_k) - (\varepsilon_k)\) for all \( k \in \mathbb{N} \):
\[(a_k) \ a_k = 2 \ b_{m_1} + \ldots + m_{k-1} + a_{k-1}, \text{ with } a_0 = 1; \]

\[(\beta_k) \ \rho_k \in \{1, 2, \ldots, a_k / a_{k-1}\}; \]

\[(\gamma_k) \ \{u_r(\sum_{\mu=0}^{\infty} x_{s_{k-1}} + \rho_k \ a_{k-1} + u_{a_k}) : r \in \mathbb{N}\} \text{ is unbounded}; \]

\[(\delta_k) \ \left| u_r(\sum_{\mu=0}^{\infty} x_{s_{k-1}} + \rho_k \ a_{k-1} + u_{a_k}) \right| \geq k + c_{k-1}; \]

\[(\varepsilon_k) \ \left| u_r(\sum_{n \in \mathbb{N}} x_n) \right| \leq 1 \text{ for all } 1 \subset \{n \in \mathbb{N} : n > s_k\}. \]

The sequence \((a_k)_{k \in \mathbb{N}}\) is defined uniquely by \((a_k)\). Since \((u_r(\sum_{n=1}^{\infty} x_n))_{r \in \mathbb{N}}\) is unbounded by assumption and since \(\sum_{n=1}^{\infty} x_n\) is the sum of its subseries \(\sum_{\mu=0}^{\infty} x_{\rho a_0 + u_{a_1}}\) \((\rho = 1, \ldots, a_1 / a_0)\), there is some \(\rho_1\) such that \((\beta_1)\) and \((\gamma_1)\) hold. Hence there is \(r_1 \in \mathbb{N}\) such that \((6.1)\) holds. Since \(\sum_{n=1}^{\infty} x_n\) is subseries convergent the subsequences of \((x_n)_{n \in \mathbb{N}}\) are summable (see the remarks after Definition 2.3).

So there is \(m_1 \in \mathbb{N}, \ m_1 \geq 2\) so large that \(s_1\) becomes so large that \((\varepsilon_1)\) holds for all finite and hence, by continuity, for all \(I \subset \{n \in \mathbb{N} : n > s_1\}\). Similarly, if now \(k \in \mathbb{N}\) and if \(\rho_1, r_1, m_1 \in \mathbb{N}\) \((1 \leq i \leq k)\) are already determined in accordance with the above conditions we define \(\rho_{k+1}, r_{k+1}, m_{k+1}\) as follows. Since

\[s_k = s_{k-1} + \rho_k a_{k-1} + (m_{k-1})a_k, \text{ the series } \sum_{\mu=1}^{\infty} x_{s_k} + u_{a_k} \text{ may be regarded as a section of the series in } (\gamma_k). \text{ Hence } (\gamma_k) \text{ and } (3.4) \text{ imply that } \{u_r(\sum_{\mu=1}^{\infty} x_{s_k} + u_{a_k}) : r \in \mathbb{N}\} \text{ is unbounded. Since } \sum_{\mu=1}^{\infty} x_{s_k} + u_{a_k}\]
is the sum of its subseries $\sum_{\rho = 1}^{\infty} s_k + \rho a_k + \mu a_{k+1}$ ($\rho = 1, \ldots, a_{k+1}/a_k$).

It follows that there is some $p_{k+1} \in \mathbb{N}$ such that $(\beta_{k+1})$ and $(\gamma_{k+1})$ hold. Hence there is some $r_{k+1} \in \mathbb{N}$ such that $(6_{k+1})$ holds,

and we can choose $m_{k+1} \in \mathbb{N}$, $m_{k+1} > 2$, so large that $(c_{k+1})$ holds as well. This ends the construction of the sequences

$$(a_k^1)_{k \in \mathbb{N}}, (p_k^1)_{k \in \mathbb{N}}^1, (r_k^1)_{k \in \mathbb{N}}, (m_k^1)_{k \in \mathbb{N}}.$$

Now we build up the sequence $(n_i^1)_{i \in \mathbb{N}}$ as described after (3.5).

To prove (J.1) note that the difference of the last term $s_k$ of the progression (3.6) and the first term in the next progression is $\rho_{k+1} a_k$ which lies between $a_k$ and $a_{k+1}$ by $(\beta_k)$. As $a_k \rightarrow \infty$ by $(a_k^1)$, (J.1) is now clear.

Putting now $l_k := m_1 + \ldots + m_k$, the definition of the $n_i(i \in \mathbb{N})$ yields

$$n_{k+1}^1 - n_k^1 = a_{k+1} = 2b_{k+1}^1 a_k$$ whence (5.2) follows, as $a_k \rightarrow \infty (k \rightarrow \infty)$.

Thus $J = \{n_i^1 : i \in \mathbb{N}\}$.

To finish the proof we will now deduce from $(\delta_k)$ and $(c_k)$ that

$$(3.8) \quad |u_{r_k}(\mathbb{P}_{J,N})| \geq k-l \quad (k \in \mathbb{N}).$$

For $k \in \mathbb{N}$ the set $K := \{n \in J : n > s_{k-1}\}$ is contained in the set

$\{s_{k-1} + p_k a_k : p = 0, 1, \ldots\}$ by construction. and the difference 1 of these sets consists of elements greater than $s_k$ so that $(c_k)$ applies. whereas
\[ u_{r_k} \left( \bigoplus_{J \setminus K} x_n \right) \leq c_{k-1} \]

by (3.7). Therefore \((\delta_k)\) yields (3.8). (The sliding hump was over the subset \(\{n \in J : s_{k-1} < n \leq s_k\}\) of \(J\).)

By Lemma 2.5 one has the following immediate consequence of Theorem 3.1.

3.3. COROLLARY. If \(X\) is a sequentially complete barrelled space with Schauder decomposition \((X_n)_{n \in \mathbb{N}}\) whose projectors \(q_J : X \to X (J \subset \mathbb{N}\) finite; cf. (2.5)) form an equicontinuous family, then also the corresponding dense subspaces \(M\) and \(L\) are barrelled.

We apply now Theorem 3.1 to sequence spaces. The following is immediate.

3.4. COROLLARY. Let \(X \subset \ell^\infty\) be a sequence space which contains \(\ell^p\) for all \(p \in \mathbb{N}\) and is invariant under the canonical projectors \(p_J (J \subset \mathbb{N})\) of \(\ell^\infty\). Let \(X\) be endowed with a barrelled topology such that \(x = \sum_{n=1}^{\infty} x_n e_n\) for all \(x = (x_n)_{n \in \mathbb{N}} \in X\). Thus \((\ell^p, (\ell^p)_{n \in \mathbb{N}}, D)\) with \(D = \{(x_n e_n)_{n \in \mathbb{N}} : (x_n)_{n \in \mathbb{N}} \in X\}\) is a projection invariant pseudodecomposition with unique expansions. Then also the corresponding dense subspaces \(M\) and \(L\) are barrelled.

Note that in Corollary 3.4 the pseudodecomposition need not be a decomposition by our Main Example 2.8. Obviously Köthe's example cited in the Introduction is a special case of Corollary 3.4.
The spaces $L^p (1 \leq p < \infty), c_0, \ell^\infty$ with their Schauder decomposition $(K e_n)_{n \in \mathbb{N}}$ also satisfy the hypotheses of Corollary 3.4, and hence the corresponding spaces $L$ and $M$ are barrelled for these spaces.

We show now that also Webb's Lemma (D) quoted in the Introduction is contained in Corollary 3.4. Since $X$ is perfect it contains $\varphi = \text{span}\{e_n : n \in \mathbb{N}\}$ and is normal by G. Köthe [7], [8], §30, 1. (3) and hence is projective invariant. The Mackey topology $\tau(X, X^*)$ is barrelled by assumption. For every $x = (x_n)_{n \in \mathbb{N}} \in X$ one has $x = \sum_{n=1}^{\infty} x_n e_n$ with respect to $\tau(X, X^*)$ by G. Köthe [7], [8], §30, 5. (10).

So Corollary 3.4 yields that the relative topology $\tau(X, X^*)|_L$ is also barrelled. Hence, by the Remark after Theorem 3.1, also $\tau(L, X^*)$ is barrelled.

We note that in normal sequence spaces $X$ containing $\varphi, (e_n)_{n \in \mathbb{N}}$ always is a $\tau(X, X^*)$-Schauder basis.

If $X$ is an 1.c. space with pseudodecomposition $((X_n)_{n \in \mathbb{N}}, D)$ with unique expansions and if there is an $x \in X \setminus L$ such that $\langle x, (n^t x_n)_{n \in \mathbb{N}} \rangle \in D$ for all real $t \geq 0$, then $\text{codim } L$ is at least the power of the continuum. For it is straightforward to show that any linear combination $\sum_{j=1}^{r} \lambda_j \sum_{n=1}^{\infty} 2^{-nt} x_n$ with $\lambda_1, \ldots, \lambda_r \in \mathbb{K}$ and $0 \leq t_1 < t_2 < \ldots < t_r$, which lies in $L$, is trivial.

This result can be applied to a Fréchet space $X$ with a decomposition $(X_n)_{n \in \mathbb{N}}$ such that $x_n \neq \{0\}$ for all $n \in \mathbb{N}$ to find a suitable...
Choose a basis \((U_n)_{n \in \mathbb{N}}\) of neighbourhoods of 0 in \(X\) such that \(U_n\) is circled and satisfies \(\bigcup_{n=1}^{\infty} U_n + U_n^c = \bigcup_{n=1}^{\infty} U_n^c\) for all \(n \in \mathbb{N}\). Choose \(x_n \in U_n \cap X, x_n \not\in 0\) for all \(n \in \mathbb{N}\). Then \(x := \sum_{n=1}^{\infty} x_n\) converges, i.e., \((x_n)_{n \in \mathbb{N}} \in E\), and \(x \not\in L\). For all \(t > 0\) one has \(2^{-nt} x_n \in U_n (n \in \mathbb{N})\), hence \((2^{-nt} x_n)_{n \in \mathbb{N}} \in E\) and \(x\) is as desired. Hence \(\text{codim} L\) is at least the power of the continuum.

Finally we note that if \(((X_n)_{n \in \mathbb{N}}, D)\) is a projection invariant pseudometric position and \(\sigma : \mathbb{N} \to \mathbb{N}\) is a permutation then also \(((X_{\sigma(n)})_{n \in \mathbb{N}}, D^\sigma)\) with \(D^\sigma := \{(x_{\sigma(n)})_{n \in \mathbb{N}} : (x_n)_{n \in \mathbb{N}} \in D\}\) is a projection invariant pseudometric position; but the corresponding analogues \(M^\sigma, L^\sigma\) of the spaces \(M, L\) will in general be different from \(M, L\).

4. TWO EXAMPLES ON THE EQUICONTINUITY CONDITION.

In this section and the following one we analyze the sharpness of Theorem 3.1 and of Corollary 3.4 by means of some examples involving the classical Banach spaces \(L^p(1 \leq p < \infty), c, c_0, b^v, b^v_0, b^s, c^s\), and the Fréchet space \(K^N\). Recall that \(c\) is the space of all convergent sequences in \(K\) equipped with the supremum-norm and \(c_0\) is the subspace of all sequences converging to zero. The space \(b^v\) consists of all sequences \(x = (x_n)_{n \in \mathbb{N}}\) in \(K\) such that

\[
\|x\|_{b^v} := |x_1| + \sum_{n=1}^{\infty} |x_n - x_{n+1}| < \infty.
\]
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whereas $\mathfrak{b}v_0 := \mathfrak{b}v \cap c_0$ is equipped with the norm

$$
\|x\|_{\mathfrak{b}v_0} := \sum_{n=1}^{\infty} |x_n - x_{n+1}|
$$

(cf. Dunford-Schwartz [2], p.239). The space $\mathfrak{b}s$ consists of all sequences $x = (x_n)_{n \in \mathbb{N}}$ in $\mathbb{K}$ with

$$
\|x\|_{\mathfrak{b}s} := \sup \{ \sum_{k=1}^{n} |x_k| : n \in \mathbb{N} \} < \infty,
$$

and $\mathfrak{c}s$ is the subspace of all sequences such that $\sum_{n=1}^{\infty} x_n$ converges. The space $\mathfrak{K}^{\mathbb{N}}$ with the metric

$$
d(x, y) := \sum_{n=1}^{\infty} \frac{|x_n - y_n|}{2^n (1 + |x_n - y_n|)}
$$

is a Fréchet space. Let $e_0 := (1, 1, 1, \ldots)$ and let again $e_n := (\delta_{nk})_{k \in \mathbb{N}}$ for $n \geq 1$. Then $(\mathfrak{K}e_n)_{n \in \mathbb{N}}$ is a Schauder decomposition of $L^p(1 \leq p < \infty)$, $c_0, \mathfrak{b}v_0, \mathfrak{c}s$, and $\mathfrak{K}^{\mathbb{N}}$, whereas $(\mathfrak{K}e_{n-1})_{n \in \mathbb{N}}$ is a Schauder decomposition of $c$ and of $\mathfrak{b}v$. These will be referred to as the standard Schauder decompositions. It is tacitly assumed in the sequel that the above spaces are endowed with their standard Schauder decompositions.

The following two examples throw light on the hypothesis on projection invariance. Our first example shows that this hypothesis cannot be dropped in Theorem 3.1 and also that the equicontinuity condition cannot be omitted in Corollary 3.3. This proves assertion (a) from the Introduction.

4.1. EXAMPLE. Let $X = \mathfrak{b}v_0$. Clearly the standard Schauder decomposition $(\mathfrak{K}e_n)_{n \in \mathbb{N}}$ is not projection invariant since $x := (\frac{1}{n})_{n \in \mathbb{N}} \in \mathfrak{b}v_0$
This also proves that the set of projectors $q_j$ ($J \in \mathbb{N}$ finite) is norm-equicontinuous whereas $X$ meets all other requirements of Corollary 3.3. Let again $\varphi$ denote the subspace of $\ell_2^\mathbb{N}$ spanned by the unit vectors $e_n (n \in \mathbb{N})$. For any $x = (x_k)_{k \in \mathbb{N}} \setminus \varphi$ we denote by $h_n (x) (n \in \mathbb{N})$ the index of the $n$-th non-zero term in the sequence $(x_k)_{k \in \mathbb{N}}$. Then plainly $(0)$ is equivalent to

$$(\Theta') \quad x \in \varphi \text{ or } \lim_{n \to \infty} \frac{n}{h_n (x)} = 0.$$ 

We shall prove that the dense subspace

$$L = \{ x \in b_v_0 : x \in \varphi \text{ or } \lim_{n \to \infty} \frac{n}{h_n (x)} = 0 \}$$

of $b_v_0$ is non-barrelled. For this end we take $0 < \delta < 1$ and form

$$L_\delta = \text{span}\{ x \in b_v_0 : x \in \varphi \text{ or } \lim_{n \to \infty} \sup_{n \to \infty} \frac{n}{h_n (x)} \leq \delta \}.$$ 

Then $L_\delta \supset M$. We claim that $L_\delta$ (and hence $L$ and $M$) is non-barrelled.

Proof (cf. Greifenegger [4], p.18-20). The dual of $b_v_0$ is norm-isomorphic to the space $b_s$, the canonical bilinear form for the dual pair $\langle b_v_0, b_s \rangle$ being
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\[ \langle x, y \rangle = \sum_{n=1}^{\infty} x_n y_n \] for \( x = (x_n)_{n \in \mathbb{N}} \) b.v.o., \( y = (y_n)_{n \in \mathbb{N}} \) e.b.s.

Now fix \( p \in \mathbb{N} \) such that \( \frac{p-1}{p} > \frac{1+\delta}{2} \) and define

\[ y^{(n)} : = \sum_{k=1}^{n} x_k \] (n ∈ N).

Then

\[ \|y^{(n)}\|_{b.s} = n \] for all \( n \in \mathbb{N} \);

hence \((y^{(n)})_{n \in \mathbb{N}}\) is not equicontinuous and hence not \( \sigma(b.s, b.v.o.)\)-bounded. Remembering Lemma 1.1 we proceed to show that \((y^{(n)})_{n \in \mathbb{N}}\) is \( \sigma(b.s, L_\delta)\)-bounded. Firstly, if \( x \in \varphi \), then the sequence \((\langle x, y^{(n)} \rangle)_{n \in \mathbb{N}}\) is obviously bounded. Secondly, assume that

\[ x \in b.v.o. \setminus \varphi \] and \( \limsup_{n \to \infty} \frac{n}{h_n(x)} \leq \delta \).

We consider the blocks of consecutive non-zero terms of the sequence \( x = (x_v)_{v \in \mathbb{N}} \). Define the strictly increasing sequence \((m_k)_{k \in \mathbb{N}}\) and \((n_k)_{k \in \mathbb{N}}\) of natural numbers by the condition that \( x_v \neq 0 \) (v ∈ N) if and only if \( m_k < v < n_k \) for some \( k \in \mathbb{N} \). Let \( 1_k \in [m_k, n_k] \cap \mathbb{N} \) be arbitrary (k ∈ N). Then

\[ |x_{1_k}^{n_k}| = |x_{1_k} - x_{n_k}| \leq \sum_{n=m_k}^{n_k} |x_n - x_{n+1}| \]

and hence
\[(4.1) \quad \sum_{k=1}^{\infty} |x_k| \leq \|x\|_{b^0}. \]

Now choose \(r \in \mathbb{N}\) such that

\[(4.2) \quad \frac{m}{h_m(x)} < \frac{\frac{1+\delta}{2}}{2} \quad \text{for all } m \geq p^r. \]

Assume that \(m_k \leq p^v < p^{v+1} < n_k\) for some \(v \geq r\) and for some \(k \in \mathbb{N}\).

Then there would be at least \(p^{v+1} - p^v\) non-zero terms of the sequence \((x_k)_{k \in \mathbb{N}}\) among the first \(p^{v+1}\) terms, and hence

\[(4.3) \quad \frac{v+1}{h_{p^{v+1}-p^v}(x)} \geq \frac{v+1}{p^{v+1}} > \frac{1+\delta}{2} \]

by the choice of \(p\). Since \(v \geq r\) by assumption, we have \(p^{v+1} - p^v \geq p^r\) and hence (4.3) contradicts (4.2). Thus, for all \(k \in \mathbb{N}\), at most one of the numbers \(p^v\) with \(v \geq r\) is contained in the \(k\)-th block \([m_k, n_k] \cap \mathbb{N}\). This yields for all \(n \in \mathbb{N}\)

\[|\langle x, y(n) \rangle| = \left| \sum_{v=1}^{n} \frac{x_v}{p^v} \right| \]

\[\leq \sum_{v=1}^{r} \frac{|x_v|}{p^v} + \left| \sum_{v=r+1}^{\infty} \frac{x_v}{p^v} \right| \leq \sum_{v=1}^{r} \frac{|x_v|}{p^v} + \|x\|_{b^0}. \]

(cf. (4.1)). This proves our assertion.
We add a few further remarks on Example 4.1. Although the space $L_\delta$ is defined by means of a thinness condition, it is easy to see that $L_\delta$ contains plenty of "non-thin" vectors since e.g. $11 \subset L_\delta$. In particular, $11$ is a non-barrelled subspace of $bv_0$.

(This fact is obvious anyway.) We mention without proof that

$$L_\delta = L_{\frac{1}{2}} \text{ for all } \delta \in ]0,1[.$$  

Note that $bv_0$ is norm-isomorphic to $1^1$ by the map $f : bv_0 \to 1^1$, $f((x_n)_{n \in \mathbb{N}}) = (x_n - x_{n+1})_{n \in \mathbb{N}}$. The inverse map $f^{-1}$ transfers the Schauder basis $(e_n)_{n \in \mathbb{N}}$ of $1^1$ to the Schauder basis $\sum_{k=1}^{n} e_k$ of $bv_0$. The subspaces $L$ and $M$ for the Schauder decomposition of $bv_0$ are obviously barrelled since their corresponding images in $1^1$ are barrelled by Corollary 3.4. Hence for one and the same Banach space $X$ one choice of a Schauder basis may produce dense barrelled subspaces $L$ and $M$, whereas another choice of a Schauder basis can lead to dense non-barrelled spaces $L,M$.

Our second example shows that there exist Banach spaces with Schauder decomposition such that $L$ and even a certain subspace $\tilde{M} \subset L$ are barrelled although projection invariance does not hold. This will prove assertion (b) from the Introduction.

4.2. EXAMPLE. The standard Schauder decomposition of the Banach space $cs$ is norm projection invariant since $((-1)^n/n)_{n \in \mathbb{N}} \in cs$
and

\[ \left( \| \sum_{k=1}^{n} \frac{1}{2^k} e_{2^k} \|_{CS} \right)_{n \in \mathbb{N}} \]

is unbounded. The space \( CS \) also does not satisfy the equicontinuity hypothesis of Corollary 3.3; \( CS \) is neither normal nor perfect. Nevertheless, \textit{the} space \( L \) defined by (3.1) \textit{and even a certain dense subspace} \( \tilde{M} \subset L \) \textit{are barrelled}.

\textbf{Proof.} The map \( f : c \to CS, f((x_n)_{n \in \mathbb{N}}) = (x_n - x_{n-1})_{n \in \mathbb{N}} \) for \( (x_n)_{n \in \mathbb{N}} \in c \) with \( x_0 := 0 \) is a norm isomorphism. The standard Schauder decomposition \( (\Phi_k e_{n-1})_{n \in \mathbb{N}} \) of \( c \) satisfies the equicontinuity condition of Corollary 3.3. To prove this, take any \( x = (x_n)_{n \in \mathbb{N}} \in c \) and define \( \xi := (\xi_{n-1})_{n \in \mathbb{N}} \) by \( \xi_0 := \lim_{n \to \infty} x_n, \xi_n := x_n - \xi_0 \) for \( n \geq 1 \).

Then \( x = \sum_{n=0}^{\infty} \xi_n e_n \), and for every finite subset \( J \subset \mathbb{N} \cup \{0\} \) we have

\[ \| q_J(x) \|_c \leq \| \sum_{n \in J} \xi_n e_n \|_c \leq 2 \| x \|_c. \]

Hence the set of all projections \( q_J \) (\( J \subset \mathbb{N} \cup \{0\} \) finite) is equicontinuous.

Applying Corollary 3.3 to the 'standard Schauder decomposition' of \( c \) we conclude that the subspace

\[ M = \text{span} \ M_0 \]

of \( c \) with

\[ M_0 := \{ x = \sum_{n=0}^{\infty} \xi_n e_n \in c : \{ n \in \mathbb{N} : \xi_{n-1} \neq 0 \} \subset J \text{ some } J \in \mathbb{J} \} \]
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\[ = \{ (x_n)_{n \in \mathbb{N}} \in C : \text{there exists } J \in \mathcal{J} \text{ for some } J \text{ such that } x_n \text{ is barrelled. We claim that the subspace} \]

\[ \widetilde{M} := \text{span } \{ x_0 \} \text{ is barrelled.} \]

of \( C_S \) with

\[ \widetilde{M}_o := \{ (x_n)_{n \in \mathbb{N}} \in C : \text{there exists } J \in \mathcal{J} \text{ for some } J \text{ such that } x_n \text{ is barrelled as well.} \}

In order to prove this assertion it suffices to show that \( f(M_o) \subset \widetilde{M} \).

Suppose that \( x = (x_n)_{n \in \mathbb{N}} = \sum_{n=0}^{\infty} x_n e_n \in M_o \). If only finitely many of the \( x_v (v \geq 0) \) are different from zero, then \( x_n = x_0 \) for all but finitely many \( n \in \mathbb{N} \) and hence \( f(x) \in \mathcal{C} \). Assume now that \( x = (x_{v_{-1}})_{v \in \mathbb{N}} \) satisfies \( x_{v-1} \neq 0 \) for infinitely many \( v \in \mathbb{N} \). Then \( \{ h_n(x) : n \in \mathbb{N} \} \) with \( h_n(x) \) from Example 4.1 is a subset of some set \( J \in \mathcal{J} \). Choose \( m \in \mathbb{N} \) so large that \( h_{v+1}(x) - h_v(x) \geq 4 \) for all \( v \geq m-1 \). Then with \( n = h_m(x) \), \( p = h_{m+1}(x) \), \( q = h_{m+2}(x) \), \( r = h_{m+3}(x) \), . . . .

. . . .

. . . .

\[ x_{v_{-1}} \neq x_{v}, x_p \neq x_{v}, x_q \neq x_{v}, x_{v_{-1}} \neq x_{v} \] the sequence \( x \) looks like

\[ x=(\ldots, \ldots, *, \xi_o, \xi, \xi_o, \xi, \xi_o, \ldots, \xi_o, \xi, \xi_o, \xi, \xi_o, \ldots) \]

where the chains of terms \( \xi_o \) contain at least three terms each.

Hence with \( a := x_n - \xi_o \), \( b := x_{p} - \xi_o \), \( c := x_{q} - \xi_o \), \( d := x_{r} - \xi_o \), . . . .

the sequence \( f(x) \) has the form
f(x) =(*...*,0,0,a,-a,0,...,0,b,-b,0,...,0,c,-c,0,...,0,d,-d,0,...).

We now write down the sequences

\[ y_1 = (\xi_0, \xi_1, \ldots, \xi_{n-2}, a, 0, 0, \ldots, 0, a, 0, 0, \ldots, 0, c, 0, 0, \ldots, 0, -c, 0, 0, \ldots). \]
\[ y_2 = (\xi_0, \xi_1, \ldots, \xi_{n-2}, 0, -a, 0, 0, \ldots, 0, a, 0, 0, \ldots, 0, -c, 0, 0, \ldots, 0, c, 0, 0, \ldots). \]
\[ y_3 = (\xi_0, \xi_1, \ldots, \xi_{n-2}, -a, 0, 0, 0, \ldots, 0, b, 0, 0, \ldots, 0, -b, 0, 0, \ldots, 0, d, 0, 0, \ldots). \]
\[ y_4 = (\xi_0, \xi_1, \ldots, \xi_{n-2}, a, 0, 0, 0, 0, -b, 0, 0, \ldots, 0, b, 0, 0, \ldots, 0, 0, -d, 0, 0, \ldots). \]

where the dots between the zeros indicate chains of zeros with the same length as the dotted chains of zeros in the vector \( f(x) \). Then \( h_n(y_j) - h_n(\xi) \) is bounded for \( j = 1, \ldots, 4 \) and hence \( y_1, \ldots, y_4 \in M_0 \). By definition we have \( y_1 + y_2 + y_3 + y_4 - f(x) \epsilon \tilde{\mathbb{M}}_0 \) and hence \( f(x) \epsilon \tilde{\mathbb{M}} \) which proves our assertion.

5. DISCUSSION OF OTHER THINNESS CONDITIONS.

We analyze in the present section to what extent our thinness conditions are best possible. First we introduce another thinness condition which produces barrelled subspaces in some cases and non-barrelled ones in others. This will corroborate assertion (c) from the Introduction.

5.1. DEFINITION. Suppose that \( X \) is an l.c. space with decomposition \( (x_n)_{n \in \mathbb{N}} \), and for \( x \in X \setminus \text{span} \bigcup_{n \in \mathbb{N}} x_n \), \( x = \sum_{n=1}^{\infty} x_n \) with \( x_n \epsilon X_n (n \in \mathbb{N}) \), let \( h_n(x) \) denote the index of the \( n \)-th non-zero term in the sequence \( (x_k)_{k \in \mathbb{N}} \). Let \( (d_n)_{n \in \mathbb{N}} \) be a preassigned sequence of positive real
numbers such that \( \sum_{n=1}^{\infty} d_n \) diverges and put

\[
W_0 := \{ x \in X : x \in \text{span} \bigcup_{n \in \mathbb{N}} X_n \text{ or } \sum_{n=1}^{\infty} d_n(x) < \infty \}, \quad W := \text{span} W_0.
\]

An elementary check shows that \( W_0 \) already is a linear space if \( (d_n)_{n \in \mathbb{N}} \) is monotonically decreasing. In general, the thinness condition

\[
\sum_{n=1}^{\infty} d_n(x) < \infty
\]

employed in the definition of \( W_0 \) is too restrictive to produce barrelled subspaces of barrelled spaces as the following theorem shows.

**5.2. THEOREM.** Suppose that \( X \) is one of the Banach spaces \( l^p(1 < p < \infty) \), \( c_0 \), \( c_b \), \( b_{00} \), \( b_{v} \), \( c_{0} \) equipped with its standard Schauder decomposition. Then \( W \) (as in Definition 5.1) is a dense non-barrelled subspace of \( X \).

Proof. We argue by Lemma 1.1.

a) In the case \( X = l^p \) \((1 < p < \infty)\) let \( q > 1 \) be defined by \( \frac{1}{p} + \frac{1}{q} = 1 \).

Put

\[
y(n) := \sum_{k=1}^{n} d_k^{1/q} e_k \in l^q \quad (n \in \mathbb{N}).
\]

Then \( (y(n))_{n \in \mathbb{N}} \) is not bounded in \( l^q \), but for all \( x \in W \), the sequence \( (\langle x, y(n) \rangle)_{n \in \mathbb{N}} \) is bounded: For \( x \in \varphi \) this is trivial anyway, and for \( x = (x_k)_{k \in \mathbb{N}} \in W_0 \setminus \varphi \) and all \( n \in \mathbb{N} \) we have by Hölder's inequality...
\[ |\langle x, y^{(n)} \rangle| = \sum_{v : h_v(x) \leq n} x h_v(x) d h_v(x)^{\frac{1}{q}} \]

\[ \leq \left( \sum_{v=1}^{\infty} d h_v(x) \right)^{\frac{1}{q}} \|x\| \leq \infty. \]

b) For \( \chi = \ell_0 \) we identify \( X' \) with \( \ell_1 \).

The sequence \((y^{(n)})_{n \in \mathbb{N}}\) defined by
\[
y^{(n)} : = \sum_{k=1}^{n} \frac{e_k}{k!} (n \in \mathbb{N})
\]
is unbounded in \( \ell_1 \); but for all \( x \in \mathcal{W} \), the sequence \((\langle x, y^{(n)} \rangle)_{n \in \mathbb{N}}\) is bounded: For \( x \in \varphi \) this is again trivial, and for \( x \in \mathcal{W}_0 \setminus \varphi \) and for all \( n \in \mathbb{N} \) we have
\[ |\langle x, y^{(n)} \rangle| = |\sum_{v : h_v(x) \leq n} x h_v(x) d h_v(x)| \]
\[ \leq \left( \sum_{v=1}^{\infty} d h_v(x) \right) \|x\| \ell_0. \]

c) The dual of \( \chi = \ell_0 \) is norm-isomorphic to the space \( \ell_1 \) of all sequences \( y = (y_v)_{v>0} \) in \( \mathbb{K} \) such that
\[ \|y\| = \sum_{v=0}^{\infty} |y_v| < \infty. \]

The canonical bilinear form for the dual pair \( \langle c, \ell_1 \rangle \) is
\[
\langle x, y \rangle = y_0 \lim_{n \to \infty} x_n + \sum_{n=1}^{\infty} x_n y_n
\]
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for \( x = (x_n)_{n \in \mathbb{N}} \in c, \ y = (y_n)_{n > 0} \in l^1_0. \)

Defining now

\[
  z(n) = (-\sum_{v=1}^{n} d_v, d_1, \ldots, d_n, 0, \ldots) e l^1_0.
\]

the argument is essentially the same as in case b).

d) For \( X = bv_0, \) we let \( y(n) \) be as in b). Then \( (y(n))_{n \in \mathbb{N}} \) is unbounded in the dual bs of \( bv_0. \) But the same estimate as in b) yields that \( (\langle x, y(n) \rangle)_{n \in \mathbb{N}} \) is bounded for every \( x \in W. \) (Note that \( bv_0 \subset c_0. \))

e) Let \( X = bv \) and \( x = (x_n)_{n \in \mathbb{N}} \in X. \) Put \( \xi_0 = \lim_{n \to \infty} x_n, \) \( \xi_n := x_n - \xi_0 \)

for \( n \geq 1. \Then x = \sum_{n=0}^{\infty} \xi_n e_n. \) The elements \( y(n) \) (cf. b)) act as

continuous linear forms on \( bv \) according to

\[
  \langle x, y(n) \rangle := \sum_{k=1}^{n} \xi_n d_n.
\]

The sequence \( (y(n))_{n \in \mathbb{N}} \) is unbounded in \( (bv)' \) by d), but for all \( x \in W \) the sequence \( (\langle x, y(n) \rangle)_{n \in \mathbb{N}} \) is bounded because of d).

f) The case \( X = cs \) is settled as follows: It is easy to show by partial

summation that \( bv_0 \) is norm-isomorphic to a subspace of \( X', \) the elements \( y = (y_n)_{n \in \mathbb{N}} \) in \( bv_0 \) acting on \( cs \) according to

\[
  \langle x, y \rangle := \sum_{n=1}^{\infty} x_n y_n \quad (x = (x_n)_{n \in \mathbb{N}} \in cs).
\]

Now the sequence \( (y(n))_{n \in \mathbb{N}} \) defined by
\[ y(n) : = \sum_{k=1}^{n} (-1)^{k} d_{k}^{e_{k}} \quad (n \in \mathbb{N}) \]

is unbounded in \(bv_{0}\). But the sequence \(\langle x,y(n)\rangle_{n \in \mathbb{N}}\) is bounded for all \(x \in \varphi\), and we have for all \(x=(x_{k})_{k \in \mathbb{N}} \subseteq W \setminus \varphi\) and all \(n \in \mathbb{N}\)

\[ |\langle x,y(n)\rangle| = \sum_{\nu: h_{\nu}(x) \leq n} (-1)^{h_{\nu}(x)} d_{h_{\nu}(x)} x_{h_{\nu}(x)} \]

\[ \leq \sum_{\nu=1}^{\infty} d_{\nu}(x) \|x\|_{\infty}^{\infty} \]

For \(X=L^{1}\) and for \(X = \ell_{\infty}^{\mathbb{N}}\) the following result on the barrelledness of \(W\) holds:

5.3. PROPOSITION. Suppose that \(X=L^{1}\) or \(X = \ell_{\infty}^{\mathbb{N}}\) with its standard Schauder decomposition. Then \(W\) (as in Definition 5.1) is barrelled if and only if \((d_{n})_{n \in \mathbb{N}}\) converges to zero.

Proof. Let \(X=L^{1}\) and assume first that \((d_{n})_{n \in \mathbb{N}}\) converges to zero. Let \((y(n))_{n \in \mathbb{N}}\) be an unbounded sequence in \(L^{\infty} = X'\). We have to show: There exists an \(x \in W\) such that \(\langle x,y(n)\rangle_{n \in \mathbb{N}}\) is unbounded. To prove this we may assume that there is no \(x \in \varphi\) with this property, since \(\varphi \subset W\).

Let \(y(n) = (y_{k}(n))_{k \in \mathbb{N}} (n \in \mathbb{N})\). Then for every \(p \in \mathbb{N}\) the set

\[ \{y_{k}(n) : n \in \mathbb{N}, \; 1 \leq k \leq p\} \]

is bounded. Since \((\|y(n)\|_{\infty})_{n \in \mathbb{N}}\) is unbounded, there exist two strictly increasing sequences \((n_{j})_{j \in \mathbb{N}}\) and \((k_{j})_{j \in \mathbb{N}}\) of natural numbers such that
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\[ |y_{k,j}^{(n)}| \geq j \text{ for all } j \in \mathbb{N} \]

and

\[ \sum_{j=1}^{\infty} d_{k,j} < \infty. \]

Focusing attention to the spaces $l^1$ and $l^\infty$ over the subsequence $(k_j)_{j \in \mathbb{N}}$, our assertion now becomes obvious. The sequence $(k_j)_{j \in \mathbb{N}}$ and hence the sequence $(h_j(x))_{j \in \mathbb{N}}$ can even be made arbitrarily thin. The same idea of proof works in the case $X = \mathbb{K}^\mathbb{N}$, $X' = \varnothing$.

To prove the converse, assume that $x = l^1$ and suppose that $\limsup_{n \to \infty} d_n > 0$. Choose $\epsilon > 0$ and a strictly increasing sequence $(m_j)_{j \in \mathbb{N}}$ of natural numbers such that

\[ d_{m_j} \geq \epsilon \text{ for all } j \in \mathbb{N}. \]

Define $y^{(n)} = (y_k^{(n)})_{k \in \mathbb{N}} \in l^\infty$ by

\[ y_k^{(n)} := j \text{ for } k = m_j, \quad k \leq n, \quad j \in \mathbb{N}, \]

\[ y_k^{(n)} := 0 \text{ otherwise}. \]

Then $(y^{(n)})_{n \in \mathbb{N}}$ is an unbounded sequence in $l^\infty$. Now let $x \in W_0$. Then $x_{m_j} \neq 0$ only for finitely many $j \in \mathbb{N}$. Hence $(<x,y^{(n)}>_{n \in \mathbb{N}}$ is bounded for all $x \in W_0$ and hence also for all $x \in W$. Thus $W$ is not barrelled. The same idea of proof works for $X = \mathbb{K}^\mathbb{N}$. 
Another class of barrelled subspaces of $l^1$ was constructed by Saxon [10], p. 155-157.

Suppose now that $d_n = \frac{1}{n}$ ($n \in \mathbb{N}$). Then Theorem 5.2 says that for $X = l^p (1 < p < \infty), c_0, b_{v_0}, c_{\infty}$ the subspace $W$ of $X$ containing all vectors $x \in X$ satisfying the thinness condition

\[(0'') \quad x \in \varphi \text{ or } \sum_{n=1}^{\infty} \frac{1}{h_n(x)} < \infty\]

is non-barrelled. Now remember that for every monotonically decreasing sequence $(c_n)_{n \in \mathbb{N}}$ of positive real numbers with $\sum_{n=1}^{\infty} c_n < \infty$, one has $\lim_{n \to \infty} c_n = 0$. This means that $(0'')$ implies $(0')$ from Example 4.1 whence $W \subset L$, and $L$ is barrelled. On the other hand, for $X = l^1$ or $\ell^1$, $W$ is barrelled by Proposition 5.3. This yields assertion (c) from the Introduction. In addition, this observation also lies in the direction of claim (d) from the Introduction. In order to justify assertion (d) more precisely we modify thinness condition $(0')$ and introduce another class of subspaces.

5.4. DEFINITION. Let $X, (X_n)_{n \in \mathbb{N}}, (h_n(x))_{n \in \mathbb{N}}$ be as in Definition 5.1. Let $a = (a_n)_{n \in \mathbb{N}}$ be an arbitrary preassigned sequence of positive real numbers and define

\[U_0 : = \{ x \in X : x \in \text{span} \bigcup_{n \in \mathbb{N}} X_n \text{ or } \lim_{n \to \infty} h_n(x) = 0 \},\]

\[U : = U(a) : = \text{span} U_0.\]

Valdivia [13] considers a slight variant of the thinness condi-
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5.5. REMARKS. (a) If \( a = (a_n)_{n \in \mathbb{N}} \) is an arbitrary sequence of positive real numbers, there exists a strictly monotonically increasing sequence \( b = (b_n)_{n \in \mathbb{N}} \) of positive real numbers such that

(i) \( U(a) = U(b) \) and

(ii) \( (\frac{a_n}{n})_{n \in \mathbb{N}} \) is bounded if and only if \( (\frac{b_n}{n})_{n \in \mathbb{N}} \) is bounded.

(b) If \( a = (a_n)_{n \in \mathbb{N}} \) is a monotonically increasing sequence of positive real numbers such that \( (a_{2n}/a_n)_{n \in \mathbb{N}} \) is bounded, then \( U_o \) is a linear space, i.e. \( U = U_o \).

(c) Suppose that \( X = l^1 \) or \( X = \mathbb{R}^N \) with its standard Schauder decomposition. Then \( U(a) \) is barrelled (without any restriction on \( a \)).

We omit the elementary proofs of the remarks (a) and (b). The proof of remark (c) is similar to that of Proposition 5.3.

For \( a_n = n \ (n \in \mathbb{N}) \), we have \( U = L \), and this space is barrelled under the hypothesis of Theorem 3.1 or Corollary 3.4. The next theorem shows that for none of the Banach spaces \( l^p(1 < p < \infty), c_0, c, cs \) there exists a sequence \( (a_n)_{n \in \mathbb{N}} \) of positive real numbers tending to infinity more rapidly than the sequence \( (n)_{n \in \mathbb{N}} \) such that \( U \) is barrelled. Hence thinness condition \( (\Theta) \) is best possible for the construction of barrelled subspaces among all the thinness conditions introduced in Definition 5.4. This justifies assertion (d) from the Introduction.
5.6. **Theorem.** Suppose that \( X \) is one of the Banach spaces \( 1^p (1 < p < \infty) \), \( C_0 \), \( c \), \( CS \) with its standard Schauder decomposition. Then the space \( U(a) \) (as in Definition 5.4) is barrelled if and only if \( \frac{a_n}{n} \) is bounded.

Note that the Banach space \( CS \) appearing in this theorem is not projection invariant.

**Proof.** Assume first that \( \frac{a_n}{n} \) is bounded. Then \( L \subseteq U \). Now \( L \) is barrelled by Corollary 3.4 (for \( X=1^p \) \( (1 < p < \infty) \) or \( X=C_0 \) or \( X=c \)) and by Example 4.2 (for \( X=CS \)). Hence \( U \) is barrelled as well.

Assume now that \( \frac{a_n}{n} \) is unbounded. We have to show that \( U \) is non-barrelled. Referring to Remark 5.5, (a) we may assume without loss of generality that \( (a_n)_{n \in \mathbb{N}} \) is strictly monotonically increasing. We claim that it is sufficient to prove the following assertion (A):

(A) There exists a monotonically decreasing sequence \( (d_n)_{n \in \mathbb{N}} \) of positive real numbers such that \( \sum_{n=1}^{\infty} d_n \) diverges and such that \( \sum_{n=1}^{\infty} d_n h_n \) converges for every sequence \( (h_n)_{n \in \mathbb{N}} \) in \( N \) with \( \lim_{n \to \infty} \frac{a_n}{h_n} = 0 \).

Once we have proved assertion (A), it is obvious that the space \( W \) from Definition 5.1 corresponding to the sequence \( (d_n)_{n \in \mathbb{N}} \) contains \( U \). Since \( W \) is non-barrelled by Theorem 5.2, we conclude that \( U \) is non-barrelled as well. Hence we are left to prove (A).
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Since \( \left( \frac{a_n}{n} \right)_{n \in \mathbb{N}} \) is unbounded, there exists a sequence \( (c_n)_{n \in \mathbb{N}} \) of positive real numbers such that \( \sum_{n=1}^{\infty} c_n \) converges whereas \( \sum_{n=1}^{\infty} \frac{a_n}{n} c_n \) diverges. Define

\[
d_n := \sum_{k: a_k \geq n} \frac{c_k}{k} \quad (n \in \mathbb{N}).
\]

Then \( (d_n)_{n \in \mathbb{N}} \) is a monotonically decreasing sequence of positive real numbers. The series \( \sum_{n=1}^{\infty} d_n \) diverges since

\[
\sum_{n=1}^{\infty} d_n = \sum_{n=1}^{\infty} \sum_{k: a_k \geq n} \frac{c_k}{k} = \sum_{k=1}^{\infty} \frac{[a_k]}{k} c_k = \infty.
\]

Now let \( (h_n)_{n \in \mathbb{N}} \) be any sequence of natural numbers such that

\[
l \lim_{n \to \infty} \frac{a_n}{h_n} = 0.
\]

Then there exists some \( p \in \mathbb{N} \) such that \( h_n \geq a_n \) for all \( n \geq p \). Using the strict monotonicity of \( (a_n)_{n \in \mathbb{N}} \) we thus obtain

\[
\sum_{n=p}^{\infty} d_{h_n} \leq \sum_{n=p}^{\infty} \sum_{k: a_k \geq h_n} \frac{c_k}{k} = \sum_{n=p}^{\infty} \sum_{k: a_k \geq a_n} \frac{c_k}{k} = \sum_{n=1}^{\infty} \sum_{k=n}^{\infty} \frac{c_k}{k} = \sum_{n=1}^{\infty} c_n < \infty.
\]
This yields (A) and the proof is complete.

Theorem 5.6 holds analogously with $U$ replaced by $V=\text{span } V_0$ with

$$V_0 := \{ x \in X : x \in \text{span } \bigcup_{n \in \mathbb{N}} \mathbb{K} e_n \text{ or } \left( \frac{a_n}{h_n(x)} \right)_{n \in \mathbb{N}} \text{ is bounded} \}.$$  

We remark in conclusion that the methods of this work may be adapted to produce dense barrelled or non-barrelled subspaces of spaces of continuous functions and of the spaces $L^p(1 < p < \infty)$. As a sample we mention the following results.

5.7. THEOREM. Suppose that $(X, \mathcal{A}, \mu)$ is a $\sigma$-finite measure space without atoms, and let $X = \bigcup_{k=1}^{\infty} \bigcup_{k} \mathbb{E}_k$ be a representation of $X$ as a countable disjoint union of measurable sets of positive finite measure. Then for $1 < p < \infty$ the space

$$V := \{ f \in L^p : \lim_{k \to \infty} \frac{1}{\mu(E_k)} \mu(\{ t \in E_k : f(t) \neq 0 \}) = 0 \}$$

is a dense barrelled subspace of $L^p$.

5.8. PROPOSITION. Suppose that $(X, \mathcal{A}, \mu)$ is a $\sigma$-finite measure space and that $1 < p < \infty$. Then the space

$$W := \{ f \in L^p : \mu(\{ t \in X : f(t) \neq 0 \}) < \infty \}$$

is barrelled if and only if $\mu(X)$ is finite, i.e., if and only if $W = L^p$. If $X$ is a $\sigma$-finite measure space without atoms and $p = 1$, then $W$ is barrelled.

PROBLEM. The trigonometrical system is a Schauder basis in
$L^p([0, 2\pi])$ for $1 < p < \infty$. It is known that the associated Schauder decomposition is not projection invariant for all $p \neq 2$ (see J. Martí [9], p. 51-53, proof of Theorem 8). We do not know if the spaces $L$ or $M$ for this Schauder decomposition are barrelled for some $p \neq 2$, $1 < p < \infty$. We do not know either if the corresponding space $W$ (cf. Definition 5.1) is non-barrelled.
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