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#### Abstract

The study of almost sure convergence of Riemann sums is a fascinating question which has connections with various problems from Number Theory, among them the Riemann hypothesis through its link with Farey sequences. Moreover, it has been known since the fundamental paper of Rudin, that the convergence almost everywhere of Riemann sums, along a given subsequence of positive integers, definitively relies on the arithmetical properties of the subsequence. The arithmetical characterization of that property is an open and certainly hard question. The study of Riemann sums has for years been an object of constant interest from analysts, ergodicians, and number theorists. It even seems, that its power of attraction has grown even more during this last decade. This is the reason of the present survey. Our motivation in writing it, was to propose a text to the interested reader, giving a direct access to the main results of that theory, as well as an easy understanding, as far as possible each time in each case, of the various methods elaborated by the authors of these results.
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## 1 Introduction

The study of the almost everywhere convergence of the Riemann sums of a measurable function $f$ is a famous and still unsolved problem having deep arithmetical aspects. In the present paper, we will mainly be interested in the study of the almost sure convergence of these sums for Lesbegue integrable functions.

We will state and comment the essential results, discuss their links when necessary and also give indications of proofs. The paper is organized as follows: in Section 2 we introduce Jessen's Theorem on convergence almost everywhere of Riemann sums along chains of integers. A typical example of a chain is the sequence of the powers of two. This is likely to be the first result of the theory. A brief sketch of the proof is indicated, and comments by Marcinkiewicz-Salem
about its optimality are also included. We continue with Rudin's Theorem, which is the second fundamental result in the Theory of Riemann sums. This Theorem shows for instance the irregularity of Riemann sums along the sequence of primes. We conclude that section by presenting a striking example obtained by Rudin as a by-product of Jessen's and Rudin's Theorems as well as Dirichlet's Theorem on the distribution of primes in arithmetic progressions, which motivated the study of Riemann sums. This example indeed shows that the study of the convergence almost everywhere of Riemann sums along a given sequence, definitively relies on the arithmetical properties of the sequence. Some extensions of Jessen's Theorem are also included at the end of this Section.

Section 3 is devoted to results of a different nature. They are individual type Theorems. A different approach is considered here. It is indeed possible to obtain sufficient conditions on the function $f$, sometimes quite sharp, ensuring the convergence almost everywhere of the Riemann sums of $f$. These conditions are often expressed in terms of the integral modulus of continuity of $f$, and have a direct translation to properties of the Fourier coefficients of $f$. The results are mainly due to Marcinkiewicz and Salem.

The next section in some sense combines these points of view by giving new arithmetical characterizations for the convergence of Riemann sums of specific classes of functions.

In Section 5, we discuss a new method introduced and developed by Bourgain in the study of the convergence almost everywhere of sequences of operators like for instance Riemann sums. The method relies on an important tool: the Bourgain's Entropy Criterion. We will see how it allows to prove Rudin's Theorem by different techniques, as well as other new results. Special attention will be given to the study of the convergence of Riemann sums along the sequence of primes.

In Section 6, we are concerned with deep connections between Riemann sums and Number Theory, in particular their link with Riemann Hypothesis through the study of Farey sequences and with the Prime Number Theorem, based on the thorough work of Wintner.

Finally Section 7 is devoted to some parallel results which seemed important to us. They mostly concern operators defined in a slightly different way than the usual Riemann sums.

Throughout the paper we denote the torus by $\mathbb{T}=[0,1[=\mathbb{R} / \mathbb{Z}$ and let $m$ the normalized Lebesgue measure on it. Let $f$ be any measurable function on $\mathbb{T}$. For $n=1,2, \ldots$, define the Riemann sums of $f$ as follows: for all $n \geqslant 1$

$$
\begin{equation*}
R_{n}(f)(x)=\frac{1}{n} \sum_{j=0}^{n-1} f\left(x+\frac{j}{n}\right) \quad(\forall x \in \mathbb{T}) \tag{1}
\end{equation*}
$$

When $x=0$, we simply write

$$
\begin{equation*}
R_{n}(f)=\frac{1}{n} \sum_{j=0}^{n-1} f\left(\frac{j}{n}\right) \tag{2}
\end{equation*}
$$

for the usual Riemann sums. Their role in Number Theory is deep (see Section $6)$. The results we shall discuss here mostly concern these operators. Before ending this introduction, let us indicate and comment on a fundamental property of Riemann sums. Consider the characters of $\mathbb{T}: e_{k}(x)=\exp (2 \pi i k), k \in \mathbb{Z}$. Then, for all $n \geqslant 1$,

$$
\begin{equation*}
R_{n}\left(e_{k}(x)\right)=e_{k}(x) \frac{1}{n} \sum_{j=0}^{n-1} \exp \left(\frac{2 i \pi k j}{n}\right)=e_{k}(x) \delta_{n \mid l} \tag{3}
\end{equation*}
$$

Hence, for $f \in L^{2}(m)$ with Fourier expansion $f \sim \sum_{l} a_{l} e_{l}$, the Riemann sums of $f$ can be expressed as

$$
\begin{equation*}
R_{n}(f)=\sum_{n \mid l} a_{l} e_{l} \tag{4}
\end{equation*}
$$

We shall comment this property by means of the infinite Möbius inversion due to Hartman and Wintner [17, page 853]. Consider the following two infinite systems of linear equations (where in $(6), \mu($.$) denotes the Möbius function, see$ Section 6)

$$
\begin{gather*}
\sum_{m=1}^{\infty} x_{n m}=y_{n}, \quad(n=1,2, \ldots)  \tag{5}\\
\sum_{m=1}^{\infty} \mu(m) y_{n m}=x_{n}, \quad(n=1,2, \ldots) \tag{6}
\end{gather*}
$$

If $x_{n}=O\left(n^{-1-\eta}\right)$ for some $\eta>0$, then (5) has unique solution which is given by (6), namely $x_{n}=\sum_{m=1}^{\infty} \mu(m) y_{n m}, n=1,2, \ldots$ Conversely, if $y_{n}=O\left(n^{-1-\eta}\right)$ for some $\eta>0$, then (6) has unique solution which is given by (5).
In our case, this shows that if the Fourier coefficients of $f$ satisfy the condition

$$
\begin{equation*}
a_{n}=O\left(|n|^{-1-\eta}\right) \quad \text { for some } \eta>0 \tag{7}
\end{equation*}
$$

then, it is possible to obtain $f$ from its Riemann sums. More precisely

$$
\begin{equation*}
a_{n} e_{n}(x)=\sum_{m} \mu(m) R_{n m}(f(x)) \tag{8}
\end{equation*}
$$

## 2 Fundamental results of Jessen and Rudin

We may introduce the problem as follows. When $f$ is Riemann integrable on $\mathbb{T}$, for any real $x$ we have:

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} R_{n}(f)(x)=\int_{0}^{1} f(t) d m(t) \tag{9}
\end{equation*}
$$

When $f$ is only Lebesgue integrable $\left(f \in L^{1}(\mathbb{T})\right)$, it is a well-known fact that $\left\{R_{n}(f), n \geqslant 1\right\}$ converges to $\int_{\mathbb{T}} f d m$ in mean. This is easy to check.

Let us indeed first consider $f \in L^{2}(\mathbb{T})$ with Fourier expansion $f(x) \sim$ $\sum_{l} a_{l} e_{l}(x)$, where $e_{l}(x)=\exp (2 i \pi l x), l \in \mathbb{Z}$, and $a_{0}=\int f d m=0$. From (3) we deduce

$$
\begin{equation*}
R_{n} f=\sum_{n \mid l} a_{l} e_{l} \tag{10}
\end{equation*}
$$

so that $\left\|R_{n}(f)\right\|_{2}^{2} \leqslant \sum_{|l| \geqslant n} a_{l}^{2} \rightarrow 0$ as $n$ tends to infinity. This proves, that for $f \in L^{2}(\mathbb{T})$ we have $\lim _{n \rightarrow+\infty}\left\|R_{n}(f)-\int f d m\right\|_{2}=0$.

When $f \in L^{1}(\mathbb{T})$, let $\left(f_{k}\right)_{k \geqslant 1} \subset L^{2}(\mathbb{T})$ approximating $f$ in $L^{1}(\mathbb{T})$ so that :

$$
\lim _{k \rightarrow+\infty}\left\|f-f_{k}\right\|_{1}=0
$$

Let $\epsilon>0$ be fixed, and choose $k$ large enough such that $\left\|f_{k}-f\right\|_{1} \leqslant \epsilon$. Observe that

$$
\begin{aligned}
& \| R_{n}(f) \\
& \leqslant\|f d m\|_{1} \\
& \leqslant R_{n}(f)- \\
& R_{n}\left(f_{k}\right)\left\|_{1}+\right\| R_{n}\left(f_{k}\right)-\int f_{k} d m \|_{1}+\left|\int f_{k} d m-\int f d m\right|
\end{aligned}
$$

Since $R_{n}$ is an $L^{1}(\mathbb{T})$ contraction, we may write

$$
\begin{aligned}
\| R_{n}(f) & -\int f d m \|_{1} \\
& \leqslant\left\|f-f_{k}\right\|_{1}+\left\|R_{n}\left(f_{k}\right)-\int f_{k} d m\right\|_{1}+\left|\int f_{k} d m-\int f d m\right| \\
& \leqslant 2 \epsilon+\left\|R_{n}\left(f_{k}\right)-\int f_{k} d m\right\|_{2}
\end{aligned}
$$

Letting $k$ tend to infinity, we obtain

$$
\varlimsup_{k \rightarrow+\infty}\left\|R_{n}(f)-\int f d m\right\|_{1} \leqslant 2 \epsilon
$$

But $\epsilon$ is arbitrary, and so we have that

$$
\lim _{n \rightarrow+\infty}\left\|R_{n}(f)-\int f d m\right\|_{1}=0
$$

It is natural to inquire about the almost everywhere convergence of these sums. A first study was made in 1914 by Hahn [16] in a paper describing the approximation of Lebesgue integral by Riemann sums. But to our knowledge, it is in an article published by Jessen [19, Theorem A, page 60] in 1934, that one can find the first real result about the almost sure convergence of Riemann sums. Introduce the following definition:

1 Definition. A sequence of positive integers is a chain $\mathcal{S}=\left(n_{k}\right)_{k \geqslant 1}$, if :

$$
\begin{equation*}
n_{k} \mid n_{k+1} \quad(\text { for all } k \geqslant 1) \tag{11}
\end{equation*}
$$

By considering such sequences, Jessen was able to prove the following result:
2 Theorem. Assume that $f \in L^{1}(\mathbb{T})$. Then

$$
\lim _{k \rightarrow+\infty} R_{n_{k}} f(x)=\int_{\mathbb{T}} f(t) d m(t) \quad \text { a.e. }
$$

Proof. As noted by Marcinkiewicz and Salem [31], this result is in a certain sense best possible. Indeed, in the particular case when $\mathcal{S}=\left\{2^{n} \mid n \geqslant 1\right\}$, they proved (Theorem 1, page 377) that for every positive and increasing function $\omega$ satisfying $\lim _{x \rightarrow+\infty} \frac{\omega(x)}{\log x}=0$, it is possible to associate a function $f$ satisfying:

$$
\int_{\mathbb{T}}|f| \omega(|f|) d m<+\infty \quad \text { and } \quad \int_{\mathbb{T} s \geqslant 0} \sup \left|R_{2^{s}}(f)\right| d m=+\infty .
$$

Jessen's result is based on the following observation: Since $f$ is 1-periodic, $R_{n}(f)$ is $\frac{1}{n}$-periodic for any $n \geqslant 1$, and thus $\frac{1}{m}$-periodic if $m$ divides $n$.

Consequently, since $R_{n_{k}} f(x)$ is $\frac{1}{n_{k}}$-periodic for any $k$, it follows that

$$
\Phi(x)=\varlimsup_{n_{k} \rightarrow+\infty} R_{n_{k}} f(x)=C,
$$

for almost every $x$, where $C$ denotes some constant. It suffices here in fact that: For infinitely many $p, n_{p}$ divides $n_{m}$ as soon as $m$ is large enough. Let $B$ be some fixed real and put

$$
E_{k}=\left\{x \mid R_{n_{k}}(f)(x)>B\right\} .
$$

Then $E_{k}$ as well as $E_{k}^{c}$ are $\frac{1}{n_{k}}$-periodic. Put

$$
E=\left\{x \mid \sup _{1 \leqslant k \leqslant N} R_{n_{k}}(f)(x)>B\right\} .
$$

We have, $E=E_{N}+E_{N}^{c} \cap E_{N-1}+E_{N}^{c} \cap E_{N-1}^{c} \cap E_{N-2}+\cdots+E_{N}^{c} \cap \ldots \cap E_{2}^{c} \cap E_{1}$. Set

$$
A_{k}=E_{N}^{c} \cap \ldots \cap E_{k+1}^{c} \cap E_{k}
$$

Then $A_{k}$ is $\frac{1}{n_{k}}$-periodic. Thus,

$$
\int_{A_{k}} f(x) d x=\int_{A_{k}} f\left(x+\frac{j}{n_{k}}\right) d x=\int_{A_{k}} R_{n_{k}}(f)(x) d x \geqslant B m\left(A_{k}\right)
$$

Consequently, by summing over $k$

$$
\int_{E} f(x) d x \geqslant B m(E)
$$

Letting then $N$ tend to infinity, this leads to

$$
\int_{\left\{x \mid \sup _{k \geqslant 1} R_{n_{k}}(f)(x)>B\right\}} f(x) d x \geqslant B m\left(x \mid \sup _{k \geqslant 1} R_{n_{k}}(f)(x)>B\right)
$$

If $B<C, m\left(x \mid \sup _{k \geqslant 1} R_{n_{k}}(f)(x)>B\right)=1$. The above relation thus shows

$$
\int_{0}^{1} f(y) d y \geqslant B \cdot 1=B
$$

Hence $C \leqslant \int_{0}^{1} f(y) d y$. By replacing $f$ by $-f$, we deduce

$$
\int_{0}^{1} f(y) d y \leqslant \liminf _{n_{k} \rightarrow \infty} R_{n_{k}}(f)(x)
$$

Hence the result.
Later Ursell [60] showed (page 231) that Riemann sums converge almost everywhere along the whole sequence of integers for a special class of square summable functions - namely those, that are monotonic in the periodic interval $[0,1]$. On the other hand he gave (page 230) the following simple example, which shows that almost everywhere convergence does not take place for Lebesgue integrable functions in general: let $\frac{1}{2}<\delta<1$ be fixed and take for all $0<x \leqslant 1$

$$
f(x)=|x|^{-\delta}
$$

This result as well as the next one, obtained by Marcinkiewicz and Zygmund [32, Theorem 3 page 157 and Theorem 3' page 158] announce in some sense the much more general result of Rudin [47].

3 Theorem. There exists an $f \in L^{1}(\mathbb{T})$ such that

$$
\varlimsup_{n \rightarrow+\infty} R_{2 n+1}(f)(x)=+\infty \quad \text { a.e. }
$$

The proof of this Theorem relies upon the fact that it is possible to exhibit a subset $\mathcal{H}$ of $[0,1[$ with positive measure, and possessing the following property: For any $x \in \mathcal{H}$, there exists a sequence of fractions, $\left\{p_{i} / q_{i}\right\}_{i=1,2, \ldots}$, with $q_{i}$ even, such that:

$$
\left|x-\frac{p_{i}}{q_{i}}\right|<\frac{4}{q_{i}^{2}}, \quad \text { for all } i \geqslant 1
$$

Let $\mathcal{H}^{*}$ be the set of points $x+\frac{\alpha}{\beta}$, where $x \in \mathcal{H}$ and $\frac{\alpha}{\beta}$ are fractions with even denominators. Since $m(\mathcal{H})>0, \mathcal{H}^{*}$ contain almost all reals in $[0,1[$. Moreover, to each $x \in \mathcal{H}^{*}$ we can associate a sequence of fractions $\left\{p_{i} / q_{i}\right\}_{i=1,2, \ldots}$ satisfying:

$$
\left|x-\frac{p_{i}}{q_{i}}\right|<\frac{4 \beta^{2}}{q_{i}^{2}}, \quad \text { for all } i \geqslant 1
$$

where $\beta$ depends on $x$ only. Now, it is easy to check that if

$$
f(x)=|x|^{-\frac{1}{2}} \log \frac{1}{|x|}
$$

for all $|x| \leqslant \frac{1}{2}$, the requested property is satisfies.
In a well-known paper written by Rudin [47], it was shown that there is not necessarily almost sure convergence, even for bounded functions. According to [47, page 322] we have:

4 Theorem. If $\mathcal{S}$ is an increasing sequence of positive integers satisfying:

- for any $N \geqslant 1$, there is a set $\mathcal{S}_{N}$ of $N$ elements of $\mathcal{S}$, none of which divides the least common multiple (l.c.m.) of the others,
then there is a measurable set $A$ of $\mathbb{T}$, such that for $f=\mathbf{1}_{A},\left\{R_{n}(f), n \geqslant 1\right\}$ does not converge almost everywhere.

For example, one can takes for $\mathcal{S}$ the sequence of primes. We will see in Section 4, that this result can be entirely proved by means of Bourgain's entropy criterion. This Theorem immediately implies, that there is no maximal inequality for the Riemann sums. Indeed, otherwise this would imply, by means of the Banach Principle, that the set of elements of $L^{2}(m)$ for which $\left\{R_{n}(f), n \geqslant 1\right\}$ converges almost everywhere is closed. Since $\left\{R_{n}(f), n \geqslant 1\right\}$ does converge almost everywhere when $f$ is a finite linear combination of the characters $e_{n}(x)=\exp (2 i \pi n x), n \in \mathbb{Z}$, this set is also everywhere dense in $L^{2}(m)$ providing a contradiction.

By combining this Theorem with Jessen's result, and using Dirichlet's Theorem on primes in arithmetic progressions, Rudin has built a sequence $\mathcal{S}=$ $\left\{n_{k}, k \geqslant 1\right\}$ possessing some dramatic properties. The construction goes as follows. Let $n_{1}=1$ and assume $n_{k}$ is defined; there exists an integer $r>1$ such that $q=1+r n_{k}$ is a prime. Then we set $n_{k+1}=r n_{k}$. One the one hand, by means of Jessen's Theorem, we know that
a) for any $f \in L^{1}(m)$,

$$
m\left\{x \mid \lim _{\mathcal{S} \ni n \rightarrow+\infty} R_{n}(f)(x)=\int_{\mathbb{T}} f d m\right\}=1
$$

And on the other hand, this time by invoking Rudin's Theorem,
b) there exists a bounded Lebesgue measurable $f$ such that

$$
m\left\{x \mid \lim _{\mathcal{S} \ni n \rightarrow+\infty} R_{n+1}(f)(x)=\int_{\mathbb{T}} f d m\right\}=0
$$

This clearly shows that the problem relies on the arithmetical properties of $\mathcal{S}$.
Before ending this section, we give a generalization of Jessen's result. The fact that for $f \sim \sum_{l} a_{l} e_{l}$, the Riemann sums of $f$ can be expressed by $R_{n}(f)=$ $\sum_{n \mid l} a_{l} e_{l}$ leads to a natural generalization of the problem in $L^{2}$-spaces. Assume, that we are given a fixed set of indices $\mathcal{N}$ together with some fixed element ( $a_{l}$ ) of $\ell_{2}$. Let $\mu$ be a Borel probability measure on $[0,1]$. Let $\left(\psi_{n}\right)$ be an orthonormal sequence of $L^{2}=L^{2}(\mu)$ and define the generalized Riemann sums as follows

$$
\mathcal{R}_{n}=\mathcal{R}_{n}^{(a)}=\sum_{n \mid l} a_{l} \psi_{l} .
$$

The investigation of the problem of knowing whether the convergence almost everywhere of the sums $\mathcal{R}_{n}$ when $n$ runs along the index $\mathcal{N}$ takes place for all orthonormal systems simultaneously generalizes the study of the convergence almost everywhere of Riemann sums as well as the one of orthogonal series. This is quite a fundamental problem in Analysis. It is also quite a hard task, since for instance the periodicity argument used repeatedly by Jessen for proving the convergence of Riemann sums along chains no longer works for arbitrary orthogonal systems. However, in [61, Theorem 11] the following extension of Jessen's Theorem is obtained by means of the theory of stochastic processes.

5 Theorem. Let $\mathcal{N}=\left\{n_{k}, k \geqslant 1\right\}$ be a chain and put

$$
E_{k}=\left\{n: n_{k} \mid n\right\}, \quad F_{k}=E_{k} \backslash E_{k+1} \quad \text { and } \quad \delta_{k}^{2}=\sum_{n \in F_{k}} a_{n}^{2} .
$$

Assume, that
(a) $\quad \sum_{n \geqslant 1} \delta_{n}^{2}\left(\log \frac{1}{\delta_{n}}\right)^{2}\left(\log \log \frac{1}{\delta_{n}}\right)^{2}\left(\log \log \log \frac{1}{\delta_{n}}\right)^{2+\varepsilon}<+\infty, \quad(\varepsilon>0)$
or,

$$
\begin{equation*}
\sum_{n \geqslant 1} \delta_{n}^{2}\left(\log \frac{2}{\delta_{n}}\right)^{1+h}(\log n)^{1-h}<+\infty, \quad(0 \leqslant h<1) \tag{b}
\end{equation*}
$$

Then, the sequence $\left(\mathcal{R}_{n}, n \in \mathcal{N}\right)$ converges almost surely. In particular, if
(a') $\quad \sum_{n \geqslant 1} a_{n}^{2}\left(\log \frac{1}{a_{n}}\right)^{2}\left(\log \log \frac{1}{a_{n}}\right)^{2}\left(\log \log \log \frac{1}{a_{n}}\right)^{2+\varepsilon}<+\infty, \quad(\varepsilon>0)$
or,
(b') $\quad \sum_{n \geqslant 1} a_{n}^{2}\left(\log \frac{2}{a_{n}}\right)^{1+h}(\log n)^{1-h}<+\infty,(0 \leqslant h<1)$,
then the sequence $\left(\mathcal{R}_{n}, n \in \mathcal{N}\right)$ converges almost surely.
Notice that the latter conditions are of the same type as those in the paper by [31] (see e.g. condition (3.10)).

Extensions of Jessen's Theorem for locally compact groups were also obtained by Ross-Stromberg in 1967 and more recently by Ross-Willis in 1997 (see [49], [50]). A generalization of Jessen's Theorem to one-parameter groups of measure preserving transformations was given by Civin [8] in 1955. Let $T(\epsilon)$ be such a group. If $f$ is an integrable function satisfying $f(s)=f(T(1) s)$, then the result asserts that the sequence of sums $f_{n}(s)=2^{-n} \sum_{i=1}^{2^{n}} f\left(T\left(i 2^{-n} s\right)\right)$ converge almost everywhere as $n \rightarrow \infty$.

## 3 Individual Theorems of spectral type

The main contributions are due to Marcinkiewicz and Salem. In [31], various type of results are presented with deep insight. Compared with the preceding section, the approach developed is different. Both authors have examined under which kind of regularity assumptions on $f$, the associated sequence of Riemann sums converges a.e. These conditions are often expressed in terms of the integral modulus of continuity of $f$, and have a direct translation on the Fourier coefficients of $f$. For instance (see [31, Theorem 2, page 377])

6 Theorem. Under the condition

$$
\begin{equation*}
\int_{\mathbb{T}}[f(x+t)-f(x)]^{2} d x=O\left(t^{\varepsilon}\right) \quad(\varepsilon>0) \tag{12}
\end{equation*}
$$

the sequence $\left\{R_{n}(f), n \geqslant 1\right\}$ converges a.e. to $\int_{\mathbb{T}} f d m$.
Let us give a sketch of the proof.
Let $\sum_{\nu=-\infty}^{+\infty} a_{\nu} e^{2 \pi i \nu x}$ be the Fourier series of $f$. By replacing $f$ by $f-a_{0}$, if necessary, we may suppose that $a_{0}=\int_{0}^{1} f(x) d x=0$. We have

$$
R_{n} f(x)=\sum_{\nu=-\infty}^{+\infty} a_{n \nu} e^{2 \pi i \nu n x}
$$

and thus:

$$
\begin{aligned}
\sum_{n \geqslant 1} \int_{0}^{1} R_{n}^{2} f(x) d x & =\sum_{n \geqslant 1} \sum_{\nu=-\infty}^{+\infty} a_{n \nu}^{2}=\sum_{n \geqslant 1} \sum_{\nu \geqslant 1} a_{n \nu}^{2} \\
& =\sum_{k \geqslant 1} a_{k}^{2} \mathrm{~d}(k),
\end{aligned}
$$

where $d(k)$ is the number of divisors of $k$. But it is well known (see for example [18, Theorem 315 page 260]) that:

$$
d(k)=k^{\delta}, \quad \text { for all positive } \delta .
$$

Therefore $\sum_{n \geqslant 1} \int_{0}^{1} R_{n}^{2} f(x) d x<+\infty$, if

$$
\sum_{k \geqslant 1} a_{k}^{2} k^{\delta}<+\infty, \quad \text { for some } \delta>0
$$

Consider now the integral

$$
\int_{0}^{1} \int_{0}^{1} \frac{[f(x+t)-f(x-t)]^{2}}{t^{r}} d t d x
$$

This integral is obviously finite, by condition (12), if we suppose $r<1+\varepsilon$. Further by Parseval relation we have

$$
\int_{0}^{1}[f(x+t)-f(x-t)]^{2} d x=4 \sum_{\nu=-\infty}^{+\infty} a_{\nu}^{2} \sin ^{2}(2 \pi \nu t)
$$

Therefore

$$
\begin{aligned}
\int_{0}^{1} \int_{0}^{1} \frac{[f(x+t)-f(x-t)]^{2}}{t^{r}} d t d x & =4 \sum_{\nu=-\infty}^{\pi f} a_{\nu}^{2} \int_{0}^{1} \frac{\sin ^{2}(2 \pi \nu t)}{t^{r}} \\
& \geqslant C \sum_{\nu=-\infty}^{+\infty} a_{\nu}^{2} \nu^{r-1}
\end{aligned}
$$

Thus we get

$$
\sum_{n \geqslant 1} \int_{0}^{1} R_{n}^{2} f(x) d x<+\infty
$$

which easily leads to $R_{n} f(x) \rightarrow 0$ for almost all $x$, and this is exactly the assertion of Theorem 6.

The authors made two interesting comments. First, it is not possible to replace in the integral appearing in (12), $[f(x+t)-f(x)]^{2}$ by $[f(x+t)-f(x)]^{p}$ with $p<2$. The second comment concerns the following averages:

$$
\begin{equation*}
\forall n \geqslant 1, \quad A_{n}(f)=\frac{1}{n} \sum_{k=1}^{n} R_{k}(f) \tag{13}
\end{equation*}
$$

When replacing Riemann sums by their averages $A_{n}(f)$, assumption (12) can be essentially weakened. Indeed [31, Theorem 3, page 378],

7 Theorem. Under the condition

$$
\begin{equation*}
\int_{\mathbb{T}} \int_{\mathbb{T}} \frac{[f(x+t)-f(x)]^{2}}{t\left|\log \frac{t}{2}\right|} d t d x<\infty \tag{14}
\end{equation*}
$$

the sequence $\left\{A_{n}(f), n \geqslant 1\right\}$ converges a.e. to $\int_{\mathbb{T}} f d m$.
Note, that condition (14) is satisfied if, for instance

$$
\begin{equation*}
\int_{\mathbb{T}}[f(x+t)-f(x)]^{2} d x=O\left(\frac{1}{\log ^{2}|\log t|}\right) \tag{15}
\end{equation*}
$$

which is essentially less restrictive than (12). This result is generalized for $p<2$. One can find in [31, Theorem 4, page 387]

8 Theorem. Under the condition

$$
\begin{equation*}
\int_{\mathbb{T}}|f(x+t)-f(x)| d x=O\left(\frac{1}{|\log t|^{s}}\right) \quad(s>1) \tag{16}
\end{equation*}
$$

the sequence $\left\{A_{n}(f), n \geqslant 1\right\}$ converges a.e. to $\int_{\mathbb{T}} f d m$. This is true in particular if $f$ is nondecreasing and

$$
\begin{equation*}
\int_{\mathbb{T}}|f(x)|^{p} d x<\infty \tag{17}
\end{equation*}
$$

for some $p>1$.
Finally, the authors conjecture that the expressions $A_{n}(f)$ converge a.e. for every $f \in L^{2}(\mathbb{T})$. This is a famous open conjecture. Related to that conjecture a difficult Theorem of Bourgain [5, Theorem 1.10, page 100] asserts

9 Theorem. Let $f \in L^{2}(\mathbb{T})$. Then $R_{n}(f)$ has logarithmic density :

$$
\begin{equation*}
\frac{1}{\log N} \sum_{n=1}^{N} \frac{1}{n} R_{n}(f) \rightarrow \int_{\mathbb{T}} f d m \quad \text { a.e. } \tag{18}
\end{equation*}
$$

Marcinkiewicz and Salem have also observed that some arithmetical properties necessarily intervene in the study of the problem. Let $f=\sum_{p \text { prime }} c_{p} e_{p}$ with $c_{p} \rightarrow 0$ as $p$ tends to infinity. Then, $R_{n}(f)(x)=0$ a.e. if $n$ is not a prime number, and $R_{n}(f)(x)=c_{n} e_{n}+c_{-n} e_{-n}$ otherwise. Consequently, $R_{n}(f)(x) \rightarrow 0$ uniformly, outside a measurable set of $x$ 's of zero measure. But, we may have $f$ essentially bounded in no interval, which is rather surprising. Next, considering the expressions $R_{p}(f)$ for $p$ prime only, they proved that (page 384),

$$
\begin{equation*}
\sum_{p} \int_{\mathbb{T}}\left|R_{p} f(x)\right|^{2} d x \leqslant 2 \sum_{\nu=1}^{\infty}\left|c_{\nu}\right|^{2} p(\nu) \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
f \sim \sum_{\nu \in \mathbb{Z}} c_{\nu} e_{\nu}, \quad c_{o}=0 \tag{20}
\end{equation*}
$$

and $p(\nu)$ indicates the number of primes dividing $\nu$. Since $p(\nu)=O\left(\frac{\log \nu}{\log \log \nu}\right)$, it follows that $R_{p}(f)(x) \rightarrow 0$ a.e. whenever

$$
\begin{equation*}
\sum_{\nu=3}^{\infty}\left|c_{\nu}\right|^{2} \frac{\log \nu}{\log \log \nu}<\infty \tag{21}
\end{equation*}
$$

The latter condition is satisfied in particular if

$$
\begin{equation*}
\int_{\mathbb{T}}[f(x+t)-f(x)]^{2} d t=O\left(\frac{1}{\log ^{2} \frac{1}{t}}\right) \tag{22}
\end{equation*}
$$

which is a much weaker condition than (12), as we can easily see. We also mention the following criterion due to Salem [52, page 60] providing a sufficient condition for the convergence a.e. of the Riemann sums $R_{n_{i}}(f)$ along a given sequence of integers $\left(n_{i}\right)_{i \geqslant 1}$ if the integral modulus of continuity of $f$ is sufficiently smooth.

10 Theorem. Assume that

$$
\begin{equation*}
\int_{\mathbb{T}}|f(x+t)-f(x)| d x=O\left(\frac{1}{|\log t|^{1+\varepsilon}}\right) \quad(\varepsilon>0) \tag{23}
\end{equation*}
$$

and let $\left(n_{i}\right)_{i \geqslant 1}$ be an increasing sequence of positive integers.
Then $\lim _{k \rightarrow \infty} R_{n_{k}}(f)=\int_{\mathbb{T}} f d m$ a.e. whenever

$$
\begin{equation*}
\sum_{k \geqslant 1}\left(\frac{1}{\log n_{k}}\right)^{1+\delta}<\infty \tag{24}
\end{equation*}
$$

for some $\delta<\varepsilon$.

In [66] Yano has established a similar result.
11 Theorem. Let $f \in L^{1}(\mathbb{T})$.

1) Assume that $f \in \operatorname{Lip}(\alpha, p), 0<\alpha \leqslant 1, p \geqslant 1$, and $\sum_{k} n_{k}^{-\alpha}<+\infty$. Then,

$$
R_{n_{k}}(f) \rightarrow \int_{\mathbb{T}} f d m \quad \text { a.e. }
$$

2) If $\int_{\mathbb{T}}|f(x+t)-f(x)| d x=O\left(\log ^{-s}\left(t^{-1}\right)\right)$ and $\sum_{k} \log ^{-s}\left(n_{k}\right)<+\infty$ for some $s>1$. Then,

$$
R_{n_{k}}(f) \rightarrow \int_{\mathbb{T}} f d m \quad \text { a.e. }
$$

Related to this result, Takahashi [55] proved in the opposite direction, that if $\left(n_{k}\right)_{k \geqslant 1}$ is a sequence of primes, then there exists a function $f$ and a real sequence $\left(h_{k}\right)_{k \geqslant 1}$ such that $\lim _{k \rightarrow+\infty} R_{n_{k}} f\left(x+h_{k}\right)$ fails to exist for almost all x.

Some other authors were more interested in trying to find conditions on the Fourier coefficients. For instance in [54], the author solved the problem of restoration of the harmonics $C_{n}(f)=a_{n}(f) \cos (2 \pi n x)+b_{n}(f) \sin (2 \pi n x)$ from $R_{n}(f)$, where $a_{n}(f), b_{n}(f)$ are the Fourier coefficients of a continuous function $f$. Further, in [58, page 230] the following result has been proved:

12 Theorem. Let $f$ be a function which is integrable in $(0,2 \pi)$, with period $2 \pi$ and with Fourier series $f \sim \frac{a_{0}}{2}+\sum_{n \geqslant 1}\left(a_{n} \cos n x+b_{n} \sin n x\right)$. Assume that

$$
\lim _{n \rightarrow+\infty} \sum_{\nu \geqslant 1}\left(\left|a_{n \nu}-a_{n(\nu+1)}\right|+\left|b_{n \nu}-b_{n(\nu+1)}\right|\right)=0 .
$$

Then for almost all $x$, there exists a sequence of positive integers $\left(m_{k}\right)_{k \geqslant 1}$ (depending on $x$ ) such that

$$
\lim _{k \rightarrow+\infty} R_{m_{k}}(f)(x)=\int_{0}^{2 \pi} f(t) d t \quad \text { and } \quad \lim _{k \rightarrow+\infty} \frac{k}{m_{k}}=1 .
$$

The condition on the Fourier coefficients is satisfied in particular if, for example, $\sum_{\nu \geqslant 1}\left(\left|a_{n}-a_{n+1}\right|+\left|b_{n}-b_{n+1}\right|\right)<+\infty$, or if the sequences $\left(a_{n}\right)$ and $\left(b_{n}\right)$ are nonincreasing. This result forms a complement to the Theorems of Marcinkiewicz and Zygmund and Ursell.

In a second paper [59], Tsuchikara has considered functions of the following type:

$$
f_{t}(x)=\sum \varphi_{n}(t) c_{n} e_{n}(x)
$$

where $\left(\varphi_{n}(t)\right)$ is a sequence of independent Rademacher functions. Assume that the following condition is satisfied:

$$
\sum_{n>0}\left|c_{n}\right|^{2} \log |n|<+\infty
$$

Then for almost all $t$, the sequence of Riemann sums associated to $f_{t}$ converge almost everywhere. Further, if the Fourier coefficients of $f$ are monotonic, the previous condition is enough to ensure the convergence almost everywhere of the Riemann sums associated to $f_{t}$.

Also, by considering functions with monotonic Fourier coefficients, Pannikov [35] and [36] has given the following generalization of Theorem 12.

13 Theorem. Let $f$ be a real-valued, 1-periodic function on $\mathbb{R}$, such that

$$
f(x)=\frac{a_{0}}{2}+\sum_{n \geqslant 1}\left(a_{n} \cos (2 \pi n x)+b_{n} \sin (2 \pi n x)\right) .
$$

1) If $a_{k} \downarrow 0$ and $b_{k} \downarrow 0$ then $\lim _{n \rightarrow+\infty} R_{n}(f)=C$ in measure for some constant $C$.
2) Moreover if $f \in L^{2}(0,1)$ then (1) holds almost everywhere and $C=\int_{0}^{1} f d m$.

By using lacunary sequences, the author gives some generalizations of the above fact.

Another important result concerning Fourier series and Riemann sums is given in [34, page 546]. Let $f \in L(0,2 \pi)$ be $2 \pi$-periodic and everywhere equal to the sum of its Fourier series, i.e.

$$
f(x)=\lim _{N \rightarrow+\infty} \sum_{n=-N}^{N} c_{n} e^{i n x}
$$

Define for all $n \geqslant 1$,

$$
r_{n}=\frac{2 \pi}{n} \sum_{k=1}^{n} f\left(\frac{2 \pi k}{n}\right)-\int_{0}^{2 \pi} f(x) d x
$$

Then the following Theorem is established.

## 14 Theorem.

1) If $q>1$ and $c_{n}+c_{-n}=O\left(n^{-q}\right)$, then $r_{n}=O\left(n^{-q}\right)$.
2) $c_{n}+c_{-n}$ may be $O\left(n^{-1}\right)$ without $r_{n}$ being $O\left(n^{-1}\right)$.
3) If $q>1, r_{n}=O\left(n^{-q}\right)$ and $c_{n}+c_{-n}=O\left(n^{-s}\right)$ for some $s>1$, then $c_{n}+c_{-n}=O\left(n^{-q}\right)$.
4) If $r_{1}=r_{2}=\cdots=0$ then $c_{n}+c_{-n}=O\left(n^{-q}\right)$ may be false for every $q>1$.

The proofs of 1) and 2) are easy and self-contained. For 3) and 4) they use properties of some arithmetical functions, like the Möbius function.

## 4 Breadth and dimension

These results are essentially due to Baker [2], Dubins-Pitman [11], RéveszRuszla [48] and Bugeaud-Weber [6]. Introduce prealably the following definition

15 Definition. Let $\mathcal{A} \subset L^{1}(\mathbb{T})$. A sequence $\mathcal{S}=\left\{n_{k}, k \geqslant 1\right\}$ of positive integers is called a $\widehat{\mathcal{A}}$-sequence if for every $f \in \mathcal{A}$

$$
\lim _{k \rightarrow+\infty} R_{n_{k}}(f)=\int_{\mathbb{T}} f d m \quad \text { a.e. }
$$

Introduce the following notation due to Baker [2]: $\mathcal{L}$ is the class of Lebesgue integrable functions, and $\mathcal{M}$ is the class of bounded measurable functions. Given two arbitrary sequences of positive integers, $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$, we denote by $\mathcal{S}_{1} \vee \mathcal{S}_{2}$ the new sequence obtained by ordering the set of positive integers $\left\{\left[s_{1}, s_{2}\right], s_{1} \in\right.$ $\left.\mathcal{S}_{1}, s_{2} \in \mathcal{S}_{2}\right\}$, where $\left[s_{1}, s_{2}\right]$ denotes the least common multiple of $s_{1}$ and $s_{2}$ according to the natural order.

16 Theorem. (Theorem 2.1, page 192).
If $\mathcal{S}_{1}=\left(m_{k}\right)$ and $\mathcal{S}_{2}=\left(n_{k}\right)$ are two $\widehat{\mathcal{M}}$-sequences, then the sequence $\mathcal{S}_{1} \vee \mathcal{S}_{2}$ is again an $\widehat{\mathcal{M}}$-sequence.

The proof of this result relies upon the following important property for Riemann sums:

$$
\begin{equation*}
R_{m}\left(R_{n}(f)\right)=R_{[m, n]}(f) . \tag{25}
\end{equation*}
$$

Recall the notion of $\Sigma$-sequences introduced by Cassels [7] in 1950 .
17 Definition. Let $\mu_{k}$ be the number of fractions $\frac{j}{m_{k}}\left(0<j<m_{k}\right)$ which are not equal to $\frac{l}{m_{q}}(l$ integer, $q<k)$. We say, that $\left(m_{k}\right)$ is a $\Sigma$-sequence, if the following condition is satisfied:

$$
\liminf _{n \rightarrow+\infty} \frac{1}{n} \sum_{k=1}^{n} \frac{\mu_{k}}{m_{k}}>0 .
$$

The interest of this notion lies in the fact that if $\left(m_{k}\right)$ is a $\Sigma$-sequence, then the system of inequalities

$$
\left\{m_{k} x\right\}<\psi(k), \quad(k=1,2, \ldots)
$$

where $\psi$ is a non increasing function, possesses an infinity of solutions for almost all $x$, whenever the following series $\sum_{k \geqslant 1} \psi(k)$ is divergent. Conversely, there exists an example of decreasing function $\psi$ such that the series $\sum_{k \geqslant 1} \psi(k)$ is convergent, and for which the previous system of inequalities has only finitely many solutions for almost all $x$. Baker's proof is partially based on this property.

It is interesting to observe that almost all sequences are $\Sigma$-sequences, although it is easy to exhibit some which are not. We give a second result due to Baker (Theorem 3.1, page 194).

18 Theorem. Let $\left(m_{k}\right)$ be a $\Sigma$-sequence such that $\liminf _{k \rightarrow+\infty} k^{-1} \log m_{k}=0$. Then $\left(m_{k}\right)$ is not a $\widehat{\mathcal{L}}$-sequence.

Baker, however, suggested that the assumption of $\left(m_{k}\right)$ being a $\Sigma$-sequence is not likely to be well adapted to this problem, and also established the following remarkable result (Theorem 3.2, page 197):

19 Theorem. Let $\epsilon>0$. Assume that $\left(m_{k}\right)$ is a sequence such that:

$$
\forall k \geqslant 1, \quad m_{k}=O\left(\exp \left(k^{\frac{1}{2}}(\log k)^{-\frac{7}{2}-\epsilon}\right)\right) .
$$

Then $\left(m_{k}\right)$ is not a $\widehat{\mathcal{L}}$-sequence.
Now, introduce a generalization of the notion of a chain used by DubinsPitman [11]:

For sets of positive integers $\mathcal{S}_{1}, \ldots, \mathcal{S}_{d}$, put

$$
\begin{equation*}
\left[\mathcal{S}_{1}, \ldots, \mathcal{S}_{d}\right]=\left\{\left[n_{1}, \ldots, n_{d}\right] \mid n_{i} \in \mathcal{S}_{i}, i=1, \ldots, d\right\} \tag{26}
\end{equation*}
$$

where $\left[n_{1}, \ldots, n_{d}\right]$ denotes the l.c.m. of $n_{1}, \ldots, n_{d}$.
Let $\mathcal{S}$ be a set of positive integers. By the dimension of $\mathcal{S}$, we mean the least positive integer $d$, such that $\mathcal{S}$ is a subset of $\left[\mathcal{S}_{1}, \ldots, \mathcal{S}_{d}\right]$ for some choice of chains $\mathcal{S}_{1}, \ldots, \mathcal{S}_{d}$. Jessen's Theorem was extended by Dubins and Pitman [11], who proved

20 Theorem. If $\mathcal{S}$ has dimension $d$ and $f \in L\left(\log ^{+} L\right)^{d-1}$, then

$$
\begin{equation*}
m\left\{x \mid \lim _{\mathcal{S} \ni n \rightarrow \infty} R_{n}(f)(x)=\int_{\mathbb{T}} f d m\right\}=1 \tag{27}
\end{equation*}
$$

Recall that $L\left(\log ^{+} L\right)^{d-1}$ denotes the set of Lebesgue measurable functions on $\mathbb{T}$ such that

$$
\int_{\mathbb{T}}|f|\left(\log ^{+}|f|\right)^{d-1} d m<\infty
$$

where it is understood, that $\log ^{+} x=\log _{e} x$ if $x \geqslant 1$ and equals 0 for $0<x \leqslant 1$. A partial result ( $d=2, f$ bounded) was proved by Baker [2].

The proof of that result consists of associating a converse $d$-martingale bounded in $\mathcal{L} \log ^{d-1} \mathcal{L}$ to the sequence $\mathcal{S}$. Next, one proves the result by using a suitable extension to converse martingales of a maximal inequality for martingales with several parameters.

By considering the example of sequence of dimension two given by Jessen, namely the sequence $\mathcal{S}=\left\{2^{i} 3^{j}, i \geqslant 1, j \geqslant 1\right\}$, the authors also showed that it is not possible to improve Theorem 20 , replacing $\mathcal{L} \log \mathcal{L}$ by $\mathcal{L}$.

Recently, Nair [33] suggested a more elementary proof avoiding the use of martingale theory. His argumentation is based on dominated estimates [22, page 50], Baker's observation on property (25) for Riemann sums, and an induction argument on the dimension of $\mathcal{S}$, which need a correction. In [6], it is shown that Nair's idea is however tractable. In the same paper, it is also proved that for no $d \geqslant 2$ can $L\left(\log ^{+} L\right)^{d-1}$ in Theorem 20 be replaced by $L\left(\log ^{+} L\right)^{d-2}$, which solves a conjecture by Dubins and Pitman [11]. For $d=2$, this assertion is due to Baker. The proof of the general case consists of modifications of Baker's arguments, which are based on an elementary but rather technical lemma.

Introduce the following definition, which first appeared in [11]:
21 Definition. We say that a set $K$ of integers has breadth at most $d$ if the least common multiple of every finite subset of $K$ is the least common multiple of at most $d$ elements of that subset. The least such $d$ is called the breadth of $K$ and, if no such $d$ exists, we say that $K$ has infinite breadth.

Rudin's Theorem can be reformulated as follows: If $\left(n_{k}\right)$ is a strictly increasing sequence of integers with infinite breadth, then there exist bounded measurable functions $f$ on $\mathbb{T}$ such that $R_{n_{k}}(f)$ does not converge almost everywhere. Indeed, as ( $n_{k}$ ) has infinite breadth, for every $r \geqslant 2$, there exist $k_{1}, \ldots, k_{r}$ such that $n_{k_{i}}$ does not divide the least common multiple of $n_{k_{1}}, \ldots, n_{k_{i-1}}, n_{k_{i+1}}, \ldots, n_{r}$, for $1 \leqslant i \leqslant r$.

There exist sets of integers, which are neither of infinite breath, nor finite dimension, and consequently the a.e. convergence properties of Riemann sums along these sets are not known. Such a sequence has been given explicitely by L. Dubins and J. Pitman [11, Section 3b]. Denote by $p_{1}<p_{2}<\cdots<p_{k}<\cdots$ the sequence of primes and consider the set $E_{1}$ of all numbers of the type $p_{1} \ldots p_{j-1} \check{p}_{j} p_{j+1} \ldots p_{k}$, for $k \geqslant 2$ and $1 \leqslant j \leqslant k$, where the symbol ${ }^{\text {r }}$ means that $p_{j}$ is excluded. In [6, Theorem 2], the authors exhibit a sequence $\left(n_{k}\right)$ for fixed $d$, with infinite dimension and finite breadth which is not a $L\left(\log ^{+} L\right)^{d}$ sequence. The sequence is built as follows: let $l$ be a positive integer. With the above notation, consider the set $E_{l}$ of all integers $n$ ranged in increasing order, such that

$$
n=p_{1}^{a_{1}} \ldots p_{j-1}^{a_{j-1}} \check{p}_{j} p_{j+1} \ldots p_{k}
$$

for $k \geqslant 2,1 \leqslant j \leqslant k$ and $l \geqslant a_{1} \geqslant \cdots \geqslant a_{j-1} \geqslant 1$. Then $E_{l}$ has infinite dimension and breadth not exceeding $l+1$. The proof of this result relies upon the following extension [6, Lemma 1.5], of a Theorem of Baker.

22 Lemma. If the sequence $\left(n_{k}\right)$ satisfies the growth condition

$$
n_{k}=O\left(\exp k^{1 /(2 d+5)}\right)
$$

then $\left(n_{k}\right)$ is not a $L\left(\log ^{+} L\right)^{d}$-sequence.
In this paper, we also find the following result (proposition 3, page 11) concerning a sequence of finite breath and infinite dimension, namely the sequence $E_{1}$.

23 Proposition. Let $f=\sum_{\nu=0}^{\infty} a_{\nu} e_{\nu}$, where $\left(a_{\nu}\right)_{\nu \geqslant 0} \in \ell_{2}$ satisfies

$$
\sum_{\nu=0}^{\infty} a_{\nu}^{2}\left(\frac{\log l}{\log \log l}\right)<+\infty
$$

Then,

$$
m\left\{\lim _{E_{1} \ni n \rightarrow \infty} R_{n}(f)=\int_{\mathbb{T}} f d m\right\}=1
$$

Concerning the averages along $E_{1}$, writing $E_{1}=\left\{n_{k}, k \geqslant 1\right\}$,

$$
m\left\{\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{k=1}^{N} R_{n_{k}}(f)=\int_{\mathbb{T}} f d m\right\}=1
$$

holds for all $f \in L^{2}(\mathbb{T})$.
The first part of the proposition is a spectral type result in the sense of Marcinkiewicz-Salem. Since this proposition in some sense constitutes a break with respect to the set of results mentioned above, we briefly indicate the proof. The leading idea will consist in comparing the behavior of the Riemann sums along $E_{1}$ with the one of the Riemann sums along some chain.

Proof. Let $t>0$ and $k_{0}$ be fixed. For $f \sim \sum a_{l} e_{l}$, we put

$$
\Delta_{k}^{j}(f)=R_{p_{1} \cdots \tilde{p}_{j} \cdots p_{k+1}}(f)-R_{p_{1} \cdots p_{k+1}}(f) .
$$

Then

$$
m\left\{\sup _{1 \leqslant j \leqslant k+1, k \geqslant k_{0}}\left|\Delta_{k}^{j}(f)\right|>t\right\} \leqslant \frac{1}{t^{2}} \sum_{\substack{1 \leqslant j \leqslant k+1 \\ k \geqslant k_{0}}} \sum_{\substack{p_{1} \cdots \tilde{p}_{j} \cdots p_{k+1} \mid l \\\left(p_{j}, l\right)=1}} a_{l}^{2}
$$

Given an arbitrary number $l$, if $k_{2}>k_{1} \geqslant k_{0}$ are such that

$$
p_{1} \cdots \check{p}_{j_{1}} \cdots p_{k_{1}+1}\left|l, \quad p_{j_{1}} \not \backslash l, \quad p_{1} \cdots \check{p}_{j_{2}} \cdots p_{k_{2}+1}\right| l, \quad p_{j_{2}} \not \backslash l
$$

then $j_{1}=j_{2}$. Thus defining $k(l)$ to be the index corresponding to the smallest $j$ such that $p_{j}$ does not divide $l$, we get

$$
m\left\{\sup _{1 \leqslant j \leqslant k+1}\left|\Delta_{k \geqslant k_{0}}^{j}(f)\right|>t\right\} \leqslant \frac{1}{t^{2}} \sum_{l \geqslant p_{1} \cdots p_{k_{0}}}\left(k(l)-k_{0}-1\right) a_{l}^{2}
$$

But as $l \geqslant p_{1} \cdots p_{k(l)-2}$, we have $k(l)=O\left(\frac{\log l}{\log \log l}\right)$, which allows us to conclude the first half of the proposition. For the second part, observe that if we denote

$$
C_{j, N}(l)=\operatorname{Card}\left\{j \leqslant k+1, k \leqslant N\left|p_{j} \nmid l, p_{1} \cdots \check{p}_{j} \cdots p_{k+1}\right| l\right\}
$$

then

$$
\int\left(\frac{1}{N^{2}} \sum_{\substack{j \leqslant k+1 \\ k \leqslant N}} \Delta_{k}^{j}(f)\right)^{2} d m=\frac{1}{N^{4}} \sum_{l=0}^{\infty} a_{l}^{2} C_{j, N}(l)^{2} \leqslant \frac{(N-k(l))^{2}}{N^{4}} \leqslant \frac{1}{N^{2}}
$$

Therefore,

$$
\sum_{N \geqslant 1} \int\left(\frac{1}{N^{2}} \sum_{\substack{j \leqslant k+1 \\ k \leqslant N}} \Delta_{k}^{j}(f)\right)^{2} d m<+\infty
$$

which combined with Jessen's Theorem implies:

$$
\lim _{N \rightarrow \infty} \frac{1}{N^{2}} \sum_{\substack{j \leqslant k+1 \\ k \leqslant N}} R_{p_{1} \cdots \check{p}_{j} \cdots p_{k+1}}(f)=\int f d m
$$

and this easily allows us to get the second half of the proposition.
In [48], Révész and Ruzsa have considered this problem in a wider arithmetical setting, apparently independent from the papers published by Baker and Dubins-Pitman. To this end, they introduced a new notion:

24 Definition. A sequence $\mathcal{S}$ of positive integers has Rudin-dimension $d$ when the following property holds: There exists sets $\mathcal{S}_{l}=\left\{n_{k_{1}}, \ldots, n_{k_{l}}\right\} \subset \mathcal{S}$ such that,

$$
\forall i \in[1, l], \quad n_{k_{i}} \nless\left[n_{k_{1}}, \ldots, n_{k_{i-1}}, n_{k_{i+1}}, \ldots, n_{k_{l}}\right],
$$

if and only if $l \leqslant d$.

Then, a sequence of Rudin-dimension 1 is a chain, whereas a sequence of infinite Rudin-dimension is simply a Rudin sequence. That notion is in fact equivalent to the notion of breadth, since a sequence $\mathcal{S}$ is of finite Rudin-dimension $d$, if and only if, it has a breadth equal to $d$. Using this definition they have given another proof of Theorem 7 , but also the following interesting result:

25 Theorem. If $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ have Rudin-dimensions $\alpha$ and $\beta$ respectively, then the Rudin-dimension $\gamma$ of the sequence $\mathcal{S}_{1} \vee \mathcal{S}_{2}$ satisfies

$$
\gamma \leqslant \alpha+\beta
$$

Since one can find sequences for which the latter inequality is in fact an equality, this result is also optimal. Observe that a sequence of integers which is built from a given set of $d$ primes, is of Rudin-dimension $d$. One could believe, in view of this result, that any sequence with large dimension can be built by means of sequences of smaller dimension. This is in turn wrong. The authors showed in [48] the existence of a sequence of dimension 3 which cannot be represented by means of a finite number of chains. The proof is based on Van der Waerden's Theorem. In addition, they have established an important link between the density of a sequence and its Rudin-dimension. This is the object of the next statement.

26 Theorem. Let $\mathcal{S}$ be a sequence of integers with Rudin-dimension equal to d. If $S(n)=\operatorname{Card}([1, n] \cap \mathcal{S})$, then there exists a positive constant $C$ such that for all $n \geqslant 1$,

$$
S(n)<C(\log n)^{d}
$$

## 5 The method of Bourgain

This section is devoted to the results based on a powerful method discovered by Bourgain in [4] for disproving the almost everywhere convergence of sequences of operators. This method is often referred to as Bourgain's entropy condition, and gives a unified way of solving different problems as:
(1) Does there exist a bounded function $f$ on $[0,1[$ such that the Riemann sums diverges?
(2) Khinchine's problem: Does there exist a bounded function $f$ on $\mathbb{T}$ such that the averages $\frac{1}{n} \sum_{j=1}^{n} f(j x)$ diverge? This was first solved [27] by Marstrand by different techniques.
(3) The Bellow problem: Let $\left(a_{k}\right)$ be a sequence of real numbers which is converging to zero. Does there exist a bounded function $f$ on the real line such that the following average $\frac{1}{n} \sum_{k=1}^{n} f\left(x+a_{k}\right)$ diverges a.e.?

Recall first the entropy criteria of Bourgain. For this, we need to introduce the following useful notion. Let $H$ be an arbitrary Hilbert space, the canonical Gaussian process $\left\{Z_{a}, a \in H\right\}$ is defined as follows :

$$
\forall a, b \in H, \quad \mathbb{E} Z_{a}=0, \quad \mathbb{E}<Z_{a}, Z_{b}>=<a, b>
$$

A countable subset $A$ of $H$ is said to be Gaussian bounded $(G B)$ if the supremum $\mathbb{E}\left(\sup _{a \in A} Z_{a}\right)$ is finite. This is a fine notion of compactness in a Hilbert space, and it is well approximated by using metric entropy. Now, we state a first criterion ( [4, Proposition 1], see also [62, Theorem 4.1.1])

27 Theorem. Let $(X, \mathcal{A}, \mu)$ be a probability space with a complete $\sigma$-algebra $\mathcal{A}$. Let $\left\{S_{n}, n \geqslant 1\right\}$ be a sequence of $L^{2}(\mu)$-contractions. Assume that there exists a sequence of positive isometries $\left\{T_{j}, j \geqslant 1\right\}$ of $L^{2}(\mu)$, preserving 1 , commuting with the sequence $\left\{S_{n}, n \geqslant 1\right\}$ and satisfying the mean ergodic Theorem in $L^{1}(\mu)$

$$
\begin{equation*}
\forall f \in L^{\infty}(\mu), \quad \lim _{J \rightarrow \infty} J^{-1} \sum_{j \leqslant J} T_{j} f=\int f d \mu . \tag{28}
\end{equation*}
$$

Moreover, assume for some $p \in[2, \infty)$

$$
\forall f \in L^{p}(\mu), \quad \sup _{n \geqslant 1}\left|S_{n}(f)\right|<\infty, \quad \mu \text { - a.e. }
$$

Then for any $f \in L^{p}(\mu)$, the set $C_{f}=\left\{S_{n}(f), n \geqslant 1\right\}$ is a $G B$ subset of $L^{2}(\mu)$. In particular, there exists a constant $C$ depending on the sequence $\left\{S_{n}, n \geqslant 1\right\}$ such that

$$
\begin{equation*}
\forall f \in L^{p}(\mu), \quad \sup \left\{\varepsilon \sqrt{\log N_{f}(\varepsilon)}, \varepsilon>0\right\} \leqslant C\|f\|_{2} \tag{29}
\end{equation*}
$$

where $N_{f}(\varepsilon)$ denotes the minimal number of hilbertian balls of radius $\delta$ centered in $C_{f}$ enough to cover $C_{f}$.

It is worth noticing here, that the entropy numbers estimate is actually optimal. The next criterion is the one most used by ergodicians. It concerns the case $L^{\infty}(\mu)$ (see [4, Proposition 2], and also [62, Theorem 4.2.1] for a detailed account)

28 Theorem. Let $\left\{S_{n}, n \geqslant 1\right\}$ be a sequence of $L^{2}(\mu)-L^{\infty}(\mu)$ contractions. Assume there exists a sequence $\left\{T_{j}, j \geqslant 1\right\}$ of positive $L^{2}(\mu)$-isometries preserving 1 , commuting with the sequence $\left\{S_{n}, n \geqslant 1\right\}$, and satisfying (28). Moreover, assume

$$
\forall f \in L^{\infty}(\mu), \quad \mu\left\{\left(S_{n}(f)\right)_{n \geqslant 1}\right\} \text { converges }=1 .
$$

Then for any $\delta>0$,

$$
\begin{equation*}
C(\delta)=\sup _{f \in L^{\infty}(\mu),\|f\|_{2}=1} N_{f}(\delta)<\infty \tag{30}
\end{equation*}
$$

With the help of this criterion Bourgain has recovered Rudin's Theorem. Indeed, for every $r \geqslant 2$, there exist $k_{1}, \ldots, k_{r}$ such that for $1 \leqslant i \leqslant r, n_{k_{i}}$ does not divide the least common multiple of $n_{k_{1}}, \ldots, n_{k_{i-1}}, n_{k_{i+1}}, \ldots, n_{r}$. Hence, there are $p_{1}, \ldots, p_{r}$ distinct primes such that

$$
v_{p_{i}}\left(n_{k_{i}}\right)>v_{p_{i}}\left(n_{k_{j}}\right), \text { whenever } i \neq j,
$$

where $v_{p}$ denotes the $p$-adic valuation.
Put $N=\operatorname{lcm}\left(n_{k_{1}}, \ldots, n_{k_{r}}\right) /\left(p_{1} \ldots p_{r}\right)$ and notice that $n_{k_{i}}$ does not divide $N$ for $1 \leqslant i \leqslant r$. Consider the set of integers

$$
E=\left\{N p_{1}^{\alpha_{1}} \ldots p_{r}^{\alpha_{r}} \mid \alpha_{i} \in\{0,1\}\right\}
$$

and the function

$$
f=2^{-r / 2} \sum_{n \in E} e^{2 i \pi n x}
$$

Then

$$
R_{n_{k_{s}}}(f)=2^{-r / 2} \sum_{n \in\left(E \cap N p_{s} \mathbb{Z}\right)} e^{2 i \pi n x}
$$

and, for $1 \leqslant s \neq t \leqslant r$,

$$
\left\|R_{n_{k_{s}}}(f)-R_{n_{k_{t}}}(f)\right\|_{2}=1 / \sqrt{2}
$$

This shows that $C(1 / \sqrt{2})=\infty$ and so achieves the proof.
A slight improvement of this result using the following notion, was given in [1]. Assume $(X, \mathcal{A}, \mu)$ is a non-atomic Lebesgue probability space.

## 29 Definition.

1) A sequence $\left\{S_{n}, n \geqslant 1\right\}$ of linear operators is said to be strong sweeping out if given $\epsilon>0$ there is a set $B$ with $m(B)<\epsilon$ such that:

$$
-\varlimsup_{n \rightarrow+\infty} S_{n} 1_{B}(x)=1 \text { and } \liminf _{n \rightarrow+\infty} S_{n} 1_{B}(x)=0 \quad \text { a.e. }
$$

2) Let $0<\delta \leq 1$. A sequence $\left\{S_{n}, n \geqslant 1\right\}$ of linear operators is said to be $\delta$ - sweeping out if given $\epsilon>0$ there is a set $B$ with $m(B)<\epsilon$ such that:

$$
-\varlimsup_{n \rightarrow+\infty} S_{n} 1_{B}(x) \geqslant \delta \text { a.e. }
$$

Notice that the first point of this definition is stronger than the second one. The proof of Rudin, as well as the previous one, shows that the Riemann sums are at least $\frac{1}{2}$-sweeping out. But in [1] the authors proved (Theorem A.2, page 62) by using several ideas which were given by Rudin in his construction, that the Riemann sums even have the strong sweeping out property.

Following the method introduced by Bourgain, some other authors (see [44], [45], [46], [51]) have given new results on particular averages of Riemann sums, namely:

For $\mathcal{U}=\left(n_{k}\right)_{k \geqslant 1}$ a sequence of positive integers put

$$
\begin{equation*}
A_{N}^{\mathcal{U}}(f)=\frac{1}{N} \sum_{k=1}^{N} R_{n_{k}}(f) \tag{31}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{N}^{\mathcal{U}}(f)=\frac{1}{\sigma_{N}} \sum_{k=1}^{N} \lambda_{k} R_{n_{k}}(f), \quad \sigma_{N}=\sum_{k=1}^{N} \lambda_{k} \tag{32}
\end{equation*}
$$

where $\left(\lambda_{k}\right)_{k \geqslant 1}$ is a sequence of positive reals such that $\sum_{k \geqslant 1} \lambda_{k}=+\infty$.
It is obvious, that for the study of these means, $\mathcal{U}$ has been chosen in the sequences for which we know, that the Riemann sums are not convergent. For example, $\mathcal{U}$ may be the whole sequence of integers or a Rudin sequence. In the particular case when $\mathcal{U}$ is the sequence $\mathcal{P}=\left(p_{i}\right)_{i \geqslant 1}$ of prime numbers, Ruch and Weber have proved the following statement (Theorem 1.3 in [51]). Put,

$$
\begin{equation*}
\forall N \geqslant 1, \quad A_{N}^{\mathcal{P}}(f)=\frac{1}{N} \sum_{k=1}^{N} R_{p_{k}}(f) \tag{33}
\end{equation*}
$$

and introduce for all $N \geqslant 1, \alpha \geqslant 1$ the Césarò averages

$$
\begin{equation*}
C_{N}^{\alpha}(f)=\frac{1}{\Gamma_{N}^{\alpha}} \sum_{k=1}^{N} \Gamma_{N+1-k}^{\alpha-1} R_{p_{k}}(f) \tag{34}
\end{equation*}
$$

where $\Gamma_{N}^{\alpha}=\frac{(\alpha+1) \cdots(\alpha+N-1)}{(N-1)!}$.

## 30 Theorem.

a) For each $2 \leqslant p<\infty$, there exists an $f \in L^{p}(\mathbb{T})$ such that for every $\alpha \geqslant 1$, the sequence $\left\{C_{N}^{\alpha}(f), N \geqslant 1\right\}$ does not converge almost everywhere.
b) There exists a bounded measurable $f$ such that the sequence $\left\{A_{N}^{\mathcal{P}}(f), N \geqslant 1\right\}$ does not converge almost everywhere.

For proving this proposition, we shall need the following Lemma.
31 Lemma. For any measurable $f$ on $\mathbb{T}$ we have:

$$
\left\{A_{N}^{\mathcal{P}}(f), N \geqslant 1\right\} \text { converges a.e. } \Rightarrow\left\{M_{N}^{\mathcal{P}}(f), N \geqslant 1\right\} \text { converges a.e., }
$$

where

$$
M_{N}^{\mathcal{P}}(f)=\frac{1}{N} \sum_{i=N+1}^{2 N} R_{p_{i}}(f)
$$

Although it is very immediate, this Lemma is useful in the sense, that it seems to be much easier to prove the divergence of the moving averages $\left(M_{N}^{\mathcal{P}}(f)\right)_{N \geqslant 1}$. Let us now give some ideas of the proof of the part b), which among other things uses Theorem 28.

Let $u$ be a fixed integer and $s, t$ two other integers such that

$$
2 \leqslant s<t \leqslant u+1
$$

For all $j \geqslant 1$, put $N_{2^{j}}=P_{2^{j}+1} \cdots P_{2^{j+1}}$ and define:

$$
\begin{aligned}
E & =E_{u}=\left\{N_{1}^{\alpha_{1}} \cdots N_{u}^{\alpha_{u}}, \alpha_{i} \in\{0,1\}\right\} \\
f(x) & =f_{u}(x)=\frac{1}{\left|E_{u}\right|^{\frac{1}{2}}} \sum_{n \in E_{u}} e_{n}(x)
\end{aligned}
$$

By observing that

$$
\forall n \in E, \forall j \in[1, s-1], \forall i \in\left[2^{j}+1,2^{j+1}\right], \quad p_{i}\left|n \Longleftrightarrow N_{j}\right| n
$$

we may write:

$$
A_{2^{s}}(f)=\frac{1}{|E|^{\frac{1}{2}}} \sum_{n \in E} \frac{1}{2^{s}}\left(\sum_{i=1}^{2^{s}} \delta_{p_{i} \mid n}\right) e_{n}=\frac{1}{|E|^{\frac{1}{2}}} \sum_{n \in E} \frac{1}{2^{s}}\left(\sum_{j=1}^{s-1} 2^{j} \delta_{N_{j} \mid n}\right) e_{n}
$$

And so,

$$
\begin{aligned}
\| A_{2^{s}}- & A_{2^{t}} \|_{2}^{2}=\frac{1}{|E|} \sum_{n \in E}
\end{aligned} \quad\left[\frac{1}{2^{s}}\left(\sum_{j=1}^{s-1} 2^{j} \delta_{N_{j} \mid n}\right)-\frac{1}{2^{t}}\left(\sum_{j=1}^{t-1} 2^{j} \delta_{N_{j} \mid n}\right)\right]^{2} .
$$

Estimating the three sums appearing in the above expression leads to

$$
\left\|A_{2^{s}}-A_{2^{2}}\right\|_{2}^{2} \geqslant\left(\frac{1}{2 \sqrt{3}}\right)^{2}
$$

So, for all $\delta \leqslant \frac{1}{2 \sqrt{3}}$ we get,

$$
N\left(\left\{A_{s}(f), s \geqslant 1\right\}, \delta\right)=+\infty .
$$

and this completes the proof. In [45], Ruch extends these results to general weighted averages. Using nearly the same methods, he has shown

32 Proposition. Let $\mathcal{P}=\left(p_{i}\right)_{i \geqslant 1}$ be the sequence of primes. There exists a bounded measurable function $f$ on the torus such that the sequence of averages

$$
B_{N}^{\mathcal{P}}(f)=\frac{1}{\sigma_{N}} \sum_{i=1}^{N} \lambda_{k} R_{p_{i}}(f), \quad \sigma_{N}=\sum_{k=1}^{N} \lambda_{k} \rightarrow+\infty,
$$

does not converge almost everywhere.
Theorem 9 in section 3 clearly shows, that it is not possible to generalize this result when replacing the sequence $\mathcal{P}$ by any Rudin sequence. Further in [44], the author gives the following example of a sequence of integers for which the usual averages of Riemann sums converge. Let $\left(k_{l}\right)_{l \geqslant 1}$ be a sequence of integers which has density zero, i.e.

$$
\frac{1}{N} \sum_{1 \leqslant k \leqslant N, k \in\left(k_{l}\right)} 1 \rightarrow 0 \quad \text { when } \quad N \rightarrow+\infty,
$$

and define the sequence $\mathcal{U}=\left(n_{k}\right)_{k \geqslant 1}$ by

$$
n_{k}= \begin{cases}2^{k} & \text { if } k \neq k_{l} \\ p_{k_{l}} & \text { if } k=k_{l}\end{cases}
$$

where $p_{k_{l}}$ is a prime number in $\left[2^{k_{l}}, 2^{k_{l}+1}\right]$. It is easy to see, that $\mathcal{U}$ is a Rudin sequence. Further, by comparing the averages of Riemann sums along the sequence $\mathcal{U}$ and the sequence $\left(2^{k}\right)_{k \geqslant 1}$ and using Jessen's Theorem, we can prove that the sequence $\left\{A_{N}^{\mathcal{U}}(f), N \geqslant 1\right\}$ converges for all bounded function on the torus. So Rudin's result is no longer true, when we take averages of Riemann sums.

In [46], The following result concerning Marcinkiewicz-Zygmund's conjecture is also proved. The proof relies upon a strategy worked out by Bourgain.

33 Theorem. Let $0<\epsilon_{1}<1, \epsilon_{2} \geqslant \epsilon_{1}$ and consider a sequence $\left(N_{l}\right)_{l \geqslant 1}$ of positive integers satisfying

$$
\begin{equation*}
\forall l \geqslant 1, \quad N_{l}^{1+\epsilon_{1}}<N_{l+1}<N_{l}^{1+\epsilon_{2}} \tag{35}
\end{equation*}
$$

Then,

$$
\forall f \in L^{2}(\mathbb{T}), \quad A_{N_{l}}(f)=\frac{1}{N_{l}} \sum_{n=1}^{N_{l}} R_{n}(f) \rightarrow \int_{\mathbb{T}} f d m \quad \text { a.e. }
$$

The interest of this theorem lies in the fact, that it shows the validity of the conjecture when considering hypergeometric subsequences, like for instance $\left(2^{2^{l}}\right)_{l \geqslant 1}$. The techniques involved in the proof, however, does not seem to give any more. We give a brief sketch of the proof. A standard argumentation reduces the problem to showing the existence of a maximal inequality, namely:

$$
\left\|\sup _{l \geqslant 1} A_{N_{l}}(f)\right\|_{2} \leqslant C\|f\|_{2} \quad\left(\forall f \in L^{2}(\mathbb{T})\right)
$$

Observe that if $f \sim \sum \hat{f}(k) e_{k}$, then

$$
A_{N_{l}}(f)=\sum \frac{d\left(k, N_{l}\right)}{N_{l}} \hat{f}(k) e_{k}
$$

with $d\left(k, N_{l}\right)=\operatorname{Card}\left\{1 \leqslant n \leqslant N_{l}, n \mid k\right\}$. As the estimation of these quantities makes the proof of the maximal inequality difficult, this sequence of multipliers is replaced by another one which is noted by $\left(\mu_{k}^{\left(N_{l}\right)}\right)$. Let $\chi_{z}$ denote the indicator function of $z \mathbb{Z}$, and denote by $\mathcal{P}$ the set of primes and $\mathcal{P}^{*}=\cup_{j \geqslant 1} \mathcal{P}^{j}$. Clearly

$$
d(k, N)=\sum_{n=1}^{N} \prod_{\substack{z \in \mathcal{P}^{*} \\ z \nmid n}}\left(1-\chi_{z}(n)\right)
$$

Consider the multipliers

$$
\mu_{k}^{N}=\prod_{\substack{z \in \mathcal{P}^{*}, z \leqslant N \\ \\ z \nless n}}\left(1-\frac{1}{z}\right)=\prod_{z \in \mathcal{P}^{*}, z \leqslant N}\left|\hat{\mu}_{z}(k)\right|^{2},
$$

where

$$
\left|\hat{\mu}_{z}(k)\right|^{2}=\left(1-\frac{1}{z}\right)+\frac{1}{z} \chi_{z}(k)
$$

and $\mu_{z}$ is the probability measure on $\mathbb{T}$ defined by

$$
\mu_{z}=\left(1-\frac{1}{z}\right)^{\frac{1}{2}} \delta_{0}+\frac{1}{z}\left(1-\left(1-\frac{1}{z}\right)^{\frac{1}{2}}\right)\left(\delta_{0}+\delta_{\frac{1}{z}}+\cdots+\delta_{\frac{z-1}{z}}\right)
$$

Define now

$$
A^{*} f=\sup _{l \geqslant 1}\left|\sum \frac{d\left(k, N_{l}\right)}{N_{l}} \hat{f}(k) e_{k}\right|, \text { and } A_{1}^{*} f=\sup _{l \geqslant 1}\left|\sum \mu_{k}^{\left(N_{l}\right)}\right| .
$$

The choice of multipliers and a Theorem by Rota [43] ensure that

$$
\left\|A_{1}^{*} f\right\|_{2} \leqslant C_{1}\|f\|_{2}
$$

so that,

$$
\left\|A^{*} f\right\|_{2} \leqslant C_{1}\|f\|_{2}+\sup _{k \in \mathbb{Z}}\left(\sum_{l \geqslant 1}\left|\frac{d\left(k, N_{l}\right)}{N_{l}}-\mu_{k}^{\left(N_{l}\right)}\right|^{2}\right)^{\frac{1}{2}}\|f\|_{2}
$$

A very precise evaluation of the quantity $\left|\frac{d\left(k, N_{l}\right)}{N_{l}}-\mu_{k}^{\left(N_{l}\right)}\right|$ allows us to show, that the previous series converges uniformly in $k$, and so to obtain the Theorem.

## 6 Connection with Number Theory

It seemed necessary for us to include a section in this presentation, devoted to the important work of Mikolás, [28], [29], [30] regarding on the one hand, the convergence of averages associated to Farey sequences of a periodic function $f$ with those of the Riemann sums of $f$, and on the other hand, the error of approximation made in this convergence (for a class of functions with bounded derivative) with Riemann Hypothesis ( RH ). This work is still motivating number theorists. One can refer for instance to the recent paper of Yoshimoto [67], (see also [23]). We shall start, by discussing the link between Farey sequences and Riemann sums, and we will recall some estimates concerning classical arithmetic functions: the Euler function, the Möbius function, useful for our purpose. For the clarity of the exposition, we will display the arguments concerning the building of this link. At the end of this section we will give some other results, which are connecting Riemann sums with Number Theory, and especially with the Prime Number Theorem.

Let $x \geqslant 1$, we denote by $F_{x}=\left\{\frac{k}{n}, 0<k \leqslant n \leqslant x,(k, n)=1\right\}$ the Farey sequence of order $x$. The $\nu$-th term is denoted $\rho_{\nu}^{x}$ or $\rho_{\nu}$, when there is no
confusion. The number of these fractions is

$$
\Phi(x)=\sum_{n=1}^{[x]} \varphi(n) \quad(n>1)
$$

where $\varphi(n)$ is the Euler function defined by:

$$
\varphi(n)=\operatorname{Card}\{m \leqslant n,(m, n)=1\}, n>1
$$

Also, let $\mu$ be the Möbius function:

$$
\mu(n)= \begin{cases}1 & \text { if } n=1 \\ 0 & \text { if } p^{2} \mid n \\ (-1)^{k} & \text { if } n=p_{1} \ldots p_{k}\end{cases}
$$

From the formula $\frac{1}{\zeta(s)}=\sum_{n=1}^{\infty} \frac{\mu(n)}{n^{s}}, s>1$, we can classically estimate $\Phi$ (see for example [18, page 287]):

$$
\begin{equation*}
\Phi(x)=\frac{3}{\pi^{2}} x^{2}+O(x \log x) \tag{36}
\end{equation*}
$$

Recall also, that [18, page 270]

$$
\begin{equation*}
M(x)=\sum_{n=1}^{x} \mu(n)=o(x), \quad \text { and } \quad \sum_{n=1}^{x}|\mu(n)|=\frac{6}{\pi^{2}}+O(\sqrt{x}) . \tag{37}
\end{equation*}
$$

For $h$ an arbitrary real valued function defined on [0, 1], we note the associated Riemann sums by

$$
\begin{equation*}
R_{n}(h)=\frac{1}{n} \sum_{k=1}^{n} h\left(\frac{k}{n}\right) . \tag{38}
\end{equation*}
$$

The link between Farey sequences and Riemann sums established by Mikolás is deduced via the Möbius inversion formula [18, page 234]. The following proof of this link, shorter than the original one, has been given by Gerald Tenenbaum in a private communication. By the Möbius inversion formula

$$
\sum_{d \mid n} \mu(d)= \begin{cases}1 & \text { if } n=1  \tag{39}\\ 0 & \text { if } n>1\end{cases}
$$

we get

$$
\begin{aligned}
\sum_{1 \leqslant \nu \leqslant \Phi(x)} h\left(\rho_{\nu}\right) & =\sum_{1 \leqslant a \leqslant b \leqslant[x],(a, b)=1} h(a / b) \\
& =\sum_{1 \leqslant a \leqslant b \leqslant[x]} h(a / b) \sum_{d \mid(a, b)} \mu(d) \\
& =\sum_{1 \leqslant m \leqslant n \leqslant[x]} h(m / n) \sum_{1 \leqslant d \leqslant[x] / n} \mu(d) \\
& =\sum_{1 \leqslant n \leqslant[x]} \sum_{1 \leqslant m \leqslant n} h(m / n) M([x] / n) \\
& =\sum_{1 \leqslant n \leqslant[x]} n R_{n}(h) M([x] / n) .
\end{aligned}
$$

Thus for any real $A$ it is easy to deduce

$$
\begin{equation*}
\frac{1}{\Phi(x)} \sum_{1 \leqslant \nu \leqslant \Phi(x)} h\left(\rho_{\nu}\right)-A=\frac{1}{\Phi(x)} \sum_{1 \leqslant n \leqslant[x]} n\left(R_{n}(h)-A\right) M([x] / n) \tag{40}
\end{equation*}
$$

So we see that if $R_{u}(h) \rightarrow A$ as $u \rightarrow \infty$, then

$$
\begin{equation*}
\frac{1}{\Phi(x)} \sum_{\nu=1}^{\Phi(x)} h\left(\rho_{\nu}\right) \rightarrow A \tag{41}
\end{equation*}
$$

as $x \rightarrow \infty$, provided that we have an suitable criterion for matrix summation method. The relevant criterion is the following result due to Toeplitz (see [21, page 75])

34 Lemma. Let $t_{1}, t_{2}, \ldots, t_{n}$ be a sequence of reals converging to 0 , and let ( $a_{k, l}, k, l=1,2, \ldots$ be an array of reals satisfying the following conditions

$$
\begin{equation*}
\forall l, \quad \lim _{k \rightarrow \infty} a_{k, l}=0 \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
S(k)=\left|a_{k, 1}\right|+\left|a_{k, 2}\right|+\ldots+\left|a_{k, k}\right|=O(1) \tag{2}
\end{equation*}
$$

Then, the sequence $t_{k}^{\prime}=\left(a_{k, 1} t_{1}+a_{k, 2} t_{2}+\ldots+a_{k, k} t_{k}\right)_{k \geqslant 1}$ converges to zero.
We show that conditions (1) and (2) are indeed satisfied:

$$
\begin{equation*}
\text { for all fixed } n \quad \frac{\left|M\left(\frac{x}{n}\right)\right|}{\Phi(x)} \leqslant \frac{x}{\Phi(x)} \simeq \frac{\pi^{2}}{3 x} \rightarrow 0, \quad(x \rightarrow+\infty) \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
\frac{x}{\Phi(x)} \sum_{n=1}^{[x]} n\left|M\left(\frac{x}{n}\right)\right| \leqslant \frac{x^{2}}{\Phi(x)} \simeq \frac{\pi^{2}}{3}, \quad(x \rightarrow+\infty) \tag{2}
\end{equation*}
$$

We therefore deduce the following Theorem.

35 Theorem. Let $h$ be such that the Riemann sums $R_{n}(h)$ converge to a (finite) real $A$ as $n$ tends to infinity. Then, the associated Farey averages converge to $A$ :

$$
\mathcal{F}_{n} h=\frac{1}{\Phi(x)} \sum_{\nu=1}^{\Phi(x)} h\left(\rho_{\nu}^{x}\right) \quad \rightarrow \quad A
$$

And so, if $\lim _{n \rightarrow \infty} R_{n}(h)=\int_{0}^{1} h(t) d t$, then

$$
\lim _{n \rightarrow \infty} \mathcal{F}_{n} h=\int_{0}^{1} h(t) d t
$$

What will interest us in the sequel, is the study of the error of approximation

$$
\begin{equation*}
\frac{1}{\Phi(x)} \sum_{\nu=1}^{\Phi(x)} h\left(\rho_{\nu}^{x}\right)-\int_{0}^{1} h(t) d t \tag{42}
\end{equation*}
$$

and its connection with $(\mathrm{RH})$. For this, we will suppose that $h$ is a function which has bounded derivate in $[0,1]$. In this case (this immediately implies that $\left.d\left[R_{d}(h)-\int_{0}^{1} h(t) d t\right]=O(1)\right)$, Mikolás showed that

$$
\begin{equation*}
\sum_{\nu=1}^{\Phi(x)} h\left(\rho_{\nu}^{x}\right)-\Phi(x) \int_{0}^{1} h(t) d t=O(x \log x) \tag{43}
\end{equation*}
$$

This result may easily be improved. By using the following relation (see [24] or [25] II page 176)

$$
\begin{equation*}
\sum_{\nu=1}^{\Phi(x)}\left(\rho_{\nu}^{x}-\frac{\nu}{\Phi(x)}\right)^{2}=O(1) \tag{44}
\end{equation*}
$$

and writing that

$$
\sum_{\nu=1}^{\Phi(x)} h\left(\rho_{\nu}^{x}\right)=\sum_{\nu=1}^{\Phi(x)}\left(h\left(\rho_{\nu}^{x}\right)-h\left(\frac{\nu}{\Phi(x)}\right)\right)+\sum_{\nu=1}^{\Phi(x)} h\left(\frac{\nu}{\Phi(x)}\right)
$$

we have

$$
\sum_{\nu=1}^{\Phi(x)} h\left(\rho_{\nu}^{x}\right)-\Phi(x) \int_{0}^{1} h(t) d t=O(1) \sum_{\nu=1}^{\Phi(x)}\left|\rho_{\nu}^{x}-\frac{\nu}{\Phi(x)}\right|+O(1)
$$

and so by applying the estimate $\Phi(x) \asymp x^{2}$ and Cauchy-Schwarz's inequality, we obtain

$$
\begin{equation*}
\sum_{\nu=1}^{\Phi(x)} h\left(\rho_{\nu}^{x}\right)-\Phi(x) \int_{0}^{1} h(t) d t=O\left(x\left[\sum_{\nu=1}^{\Phi(x)}\left(\rho_{\nu}^{x}-\frac{\nu}{\Phi(x)}\right)^{2}\right]^{\frac{1}{2}}\right) \tag{45}
\end{equation*}
$$

But, by means of Franel's identity (see [15] or [25] II page 173)

$$
\begin{equation*}
\sum_{\nu=1}^{\Phi(x)}\left(\rho_{\nu}^{x}-\frac{\nu}{\Phi(x)}\right)^{2}=\frac{1}{12 \Phi(x)}\left\{\sum_{a=1}^{[x]} \sum_{b=1}^{[x]} M\left(\frac{x}{a}\right) M\left(\frac{x}{b}\right) \frac{(a, b)^{2}}{a b}-1\right\} \tag{46}
\end{equation*}
$$

and a result by Tchudakov (see [56]) on the error of approximation in the Prime Number Theorem

$$
\begin{equation*}
\pi(x)-\int_{2}^{x} \frac{d u}{\log u}=O\left(x e^{-c_{1}(\log x)^{\gamma}}\right) \tag{47}
\end{equation*}
$$

more precisely by using its analogue for the Möbius function (see [12])

$$
\begin{equation*}
M(x)=O\left(x e^{-c_{2}(\log x)^{\gamma}}\right) \tag{48}
\end{equation*}
$$

where $\gamma \in] \frac{1}{2}, \frac{11}{21}\left[\right.$, while $c_{1}=c_{1}(\gamma), c_{2}=c_{2}(\gamma)$ are constants, one gets the following estimation, much better than (44).

$$
\begin{equation*}
\sum_{\nu=1}^{\Phi(x)}\left(\rho_{\nu}^{x}-\frac{\nu}{\Phi(x)}\right)^{2}=O\left(x e^{-c_{3}(\log x)^{\gamma}}\right) \tag{49}
\end{equation*}
$$

On the other hand under ( RH ) we have the well-known relations, the first implying the second

$$
\begin{gather*}
M(x)=O\left(x^{\frac{1}{2}+c_{4} \frac{\log \log \log x}{\log \log x}}\right)  \tag{50}\\
\sum_{\nu=1}^{\Phi(x)}\left(\rho_{\nu}^{x}-\frac{\nu}{\Phi(x)}\right)^{2}=O\left(x^{1+c_{5} \frac{\log \log \log x}{\log \log x}}\right) \tag{51}
\end{gather*}
$$

We can therefore deduce the following Theorem
36 Theorem. Assume that h has a bounded derivative. Then

$$
\sum_{\nu=1}^{\Phi(x)} h\left(\rho_{\nu}^{x}\right)=\Phi(x) \int_{0}^{1} h(t) d t+O\left(x e^{-c(\log x)^{\gamma}}\right)
$$

where $\gamma \in] \frac{1}{2}, \frac{11}{21}[$, and $c=c(\gamma)$ is a constant.
And if $(R H)$ is true, then for every $\epsilon>0$

$$
\sum_{\nu=1}^{\Phi(x)} h\left(\rho_{\nu}^{x}\right)=\Phi(x) \int_{0}^{1} h(t) d t+O\left(x^{\frac{1}{2}+\epsilon}\right)
$$

Conversely, if $h$ has a bounded derivative and
(1) $\quad \sum_{\nu=1}^{\Phi(x)} h\left(\rho_{\nu}^{x}\right)=\Phi(x) \int_{0}^{1} h(t) d t+O\left(x^{\frac{1}{2}+\epsilon}\right)$
(2) $\quad F(s)=\sum_{n=1}^{\infty} \frac{1}{n^{s}}\left(n R_{n}(h)-n \int_{0}^{1} h(t) d t\right)$ is regular and has no zero in the strip $\Re(s)>\frac{1}{2}$,
then (HR) is true.
As an application, and by means of the theory of Dirichlet series, Mikolás showed

37 Theorem. Let $f \in \mathcal{C}^{3}([0,1])$ such that $f^{\prime \prime \prime}(t)$ is not identically 0 , and

$$
\frac{\left|f^{\prime}(1)-f^{\prime}(0)\right|}{\int_{0}^{1}\left|f^{\prime \prime \prime}(t)\right| d t}>\frac{3 \zeta(3)}{2 \pi} \approx 0,574 \ldots
$$

then (HR) is equivalent to : $\sum_{\nu=1}^{\Phi(x)} f\left(\rho_{\nu}^{x}\right)=\Phi(x) \int_{0}^{1} f(t) d t+O\left(x^{\frac{1}{2}+\epsilon}\right)$.
Examples are given by $f(t)=\exp (\lambda t)\left(\lambda \neq 0,|\lambda|<\frac{2 \pi}{3 \zeta(3)}\right)$, or by the function $f(t)=\cos \lambda t\left(0<\lambda \leqslant \frac{\pi}{2}\right)$. The proof consists in establishing condition (2) of Theorem 36, under the assumptions made. For proving that $F$ has no zero in the strip $\Re(s)>\frac{1}{2}$, Mikolás use Euler-Maclaurin sum-formula to develop $n R_{n}(h)-n \int_{0}^{1} h(t) d t$. This allows to represent $F$ as a difference of two Dirichlet series, and reduces the study of the zeroes of $F$ to finding good bounds for these two Dirichlet series.

Notice, that Yoshimoto [67] recently showed that the constant $\frac{3 \zeta(3)}{2 \pi}$ can be slightly improved by

$$
\frac{\sqrt{3}}{6}\left[\pi^{2}+\frac{2}{3} \log 2-\frac{2}{3}\right]
$$

Gerald Tenenbaum has established the following improvement of the first part of Theorem 36. Denote

$$
\begin{equation*}
B_{1}(u)=u-[u]-\frac{1}{2} \tag{52}
\end{equation*}
$$

the first Bernoulli function.
38 Lemma. Let $h$ an absolutely continuous function on $[0,1]$. Then we have
for all $N \geqslant 1$

$$
\begin{align*}
\sum_{1 \leqslant \nu \leqslant \Phi(N)} h\left(\rho_{\nu}\right) & =\Phi(N) \int_{0}^{1} h(t) d t+\frac{1}{2}\{h(1)-h(0)\} \\
& +\sum_{1 \leqslant n \leqslant N} M(N / n) \int_{0}^{1} B_{1}(n t) h^{\prime}(t) d t \tag{53}
\end{align*}
$$

Indeed by (40) we have

$$
\begin{aligned}
R_{n}(h) & =\frac{1}{n} \int_{0}^{1} h(t) d[n t]=\frac{1}{n} \int_{0}^{1} h(t) d\left(n t-\frac{1}{2}-B_{1}(n t)\right) \\
& =\int_{0}^{1} h(t)-\frac{1}{n} \int_{0}^{1} h(t) d B_{1}(n t) \\
& =\int_{0}^{1} h(t)+\frac{h(1)-h(0)}{2 n}+\frac{1}{n} \int_{0}^{1} B_{1}(n t) h^{\prime}(t) d t
\end{aligned}
$$

Now applying (40) for $h$ such that, $h(1)=1$ and $h(t)=0$ for $t \in[0,1[$ we get

$$
\sum_{1 \leqslant n \leqslant N} M(N / n)=1 \quad(N \geqslant 1)
$$

From these two results we obtain (53).
Let $c \in] 0, \frac{1}{2}\left[\right.$ and $R_{c}:[1,+\infty[\rightarrow[1,+\infty[$ a growing function such that
(i) $x^{c} / R_{c}(x)$ is asymptotically growing;
(ii) $M(x) \leqslant x / R_{c}(x)$ for $x \geqslant 1$.

By the Vinogradov-Korobov estimation of the error term in the Prime Number Theorem, for all $c \in] 0, \frac{1}{2}[$ we may choose

$$
R_{c}(x)=e^{a(\log x)^{3 / 5} /\left(\log _{2} 3 x\right)^{1 / 5}}
$$

with $a$ a positive constant. Moreover under (RH), we may choose

$$
R_{c}(x)=x^{c} .
$$

Then, see for example [57], we have

$$
M(x) \leqslant x^{\frac{1}{2}+b / \log _{2} x} \quad(x \geqslant 3)
$$

where $b$ is a positive constant. With this notation we get the following result.

39 Theorem. Let $h$ an absolutly continuous function on $[0,1]$ such that $h^{\prime} \in L^{2}[0,1]$. We have uniformly for all $N \geqslant 1$

$$
\begin{equation*}
\frac{1}{\Phi(N)} \sum_{1 \leqslant \nu \leqslant \Phi(N)} h\left(\rho_{\nu}\right)=\int_{0}^{1} h(t) d t+O\left(\frac{1}{N R_{c}(N)}\right) \tag{54}
\end{equation*}
$$

Let $e(u)=e^{2 \pi i u}$. It is well-known that

$$
B_{1}(t)=\frac{i}{\pi} \sum_{k \in \mathbb{Z}^{*}} \frac{e(k t)}{k}
$$

Introducing the Fourier coefficients,

$$
c_{m}=\int_{0}^{1} e(-m t) h^{\prime}(t) d t
$$

by Parseval identity we get

$$
\int_{0}^{1} B_{1}(n t) h^{\prime}(t) d t=\frac{1}{i \pi} \sum_{k \in \mathbb{Z}^{*}} \frac{c_{k n}}{k}
$$

Denoting now $c_{m}^{*}=\left|c_{m}\right|+\left|c_{-m}\right|$ and $\tau(m)$ the number of divisors of $m$ in $[1, N]$ we obtain

$$
\begin{aligned}
\sum_{1 \leqslant n \leqslant N} M(N / n) \int_{0}^{1} B_{1}(n t) h^{\prime}(t) d t & \leqslant N \sum_{1 \leqslant n \leqslant N} \sum_{k \geqslant 1} \frac{c_{k n}^{*}}{k n R_{c}(N / n)} \\
& \leqslant N \sum_{m \geqslant 1} \frac{c_{m}^{*}}{m} \sum_{n \mid m, n \leqslant N} \frac{1}{R_{c}(N / n)} \\
& \leqslant N \sum_{m \geqslant 1} \frac{c_{m}^{*}}{m} \sum_{n \mid m, n \leqslant N}\left(\frac{m}{N}\right)^{c} \frac{(N / n)^{c}}{R_{c}(N / n)} \\
& \leqslant N \sum_{m \geqslant 1} \frac{c_{m}^{*}}{m^{1-c} N^{c}} \frac{\tau(m) N^{c}}{R_{c}(N)} \\
& \leqslant \frac{N}{R_{c}(N)} \sum_{m \geqslant 1} \frac{c_{m}^{*} \tau(m)}{m^{1-c}}
\end{aligned}
$$

The Cauchy-Schwarz inequality implies

$$
\left(\sum_{m \geqslant 1} \frac{c_{m}^{*} \tau(m)}{m^{1-c}}\right)^{2} \leqslant \sum_{m \geqslant 1}\left(c_{m}^{*}\right)^{2} \sum_{m \geqslant 1} \frac{\tau(m)^{2}}{m^{2-2 c}}<+\infty .
$$

Thus, by (53) we get the result.
It is possible to give the same result by supposing that for some $q \in\left[1,2\left[h^{\prime}\right.\right.$ satisfies $\sum_{m \in \mathbb{Z}}\left|c_{m}\left(h^{\prime}\right)\right|^{q}<+\infty$.

Before ending this section, we indicate some other results established by several other authors, linking Riemann sums with the Prime Number Theorem. At first, we quote the thorough paper of Wintner [65]. Let $f$ be an everywhere finite function on $(-\infty,+\infty)$ with period one and having a finite Lebesgue integral on $[0,1]$. Write the Fourier series $f \sim \sum_{1}^{\infty} g_{m}(x)$, where $g_{m}(x)=c_{m} e(m x)+c_{-m} e(-m x)$ and $c_{0}=0$. With this notation, we have $R_{n}(f) \sim \sum_{1}^{\infty} g_{n m}(x)$. So, if the Fourier series of $f$ converges to $f$ everywhere, then that of $R_{n}(f)$ will converge to $R_{n}(f)$ everywhere. Hence, formally one has $g_{n}(x)=\sum_{1}^{\infty} \mu(m) f_{n m}(x)$ where $\mu$ is the Möbius function. The author investigates the convergence of this last formula, which represents the term of the Fourier series of $f$ in terms of the equidistant Riemann sums. It is shown that the series converges for every $x$ if $f$ satisfies a Lipschitz condition of order greater than $\frac{1}{2}$, and that it need not always converge, even if the Fourier series converges absolutely. Moreover, Wintner obtains the following interesting, necessary and sufficient condition for the analyticity of $f$ in $[0,1]$ : For every integer $n$ and every real $x$ and for some constants $K$ and $q<1$

$$
\left|R_{n}(f)(x)-\int_{0}^{1} f(t) d t\right| \leqslant K q^{n} .
$$

In [3, page 181], the authors deduce the following special case from the above result.

40 Theorem. Let $f$ be a real step function on $] 0,1]$,

$$
f(x)=a_{n} \quad \text { throughout }\left(\frac{1}{n+1}, \frac{1}{n}\right], \quad n=1,2, \cdots
$$

Suppose the special sequence of Riemann sums

$$
\frac{1}{n} \sum_{k=1}^{n} f\left(\frac{k}{n}\right), \quad n=1,2, \cdots
$$

converges. Then, so does the improper Riemann integral $\int_{0^{+}}^{1} f(t) d t$, and to the same limit.

From this Theorem, the authors deduce the Prime Number Theorem in a rather simple fashion. For this, let for every real $x \geqslant 1$,

$$
\Psi(x)=\sum \log p,
$$

where the sum is taken over all ordered pairs $(p, m)$ for which $p$ is a prime and $m$ a natural number satisfying $p^{m} \leqslant x$. Define

$$
f(x)=\Psi\left(x^{-1}\right)-\left[x^{-1}\right] .
$$

Denoting the number of positive divisors of $k$ by $d(k)$, we have for $n \geqslant 1$,

$$
\begin{equation*}
\sum_{k=1}^{n} d(k)=\sum_{k=1}^{n} \sum_{j \mid k, j \geqslant 1} 1=\sum_{k=1}^{n} \sum_{j=1}^{\left[\frac{n}{k}\right]} 1=\sum_{k=1}^{n}\left[\frac{n}{k}\right] \tag{55}
\end{equation*}
$$

A classical result of Dirichlet therefore yields, for $n \geqslant 1$ ( $\gamma$ being Euler's constant),

$$
\begin{equation*}
\sum_{k=1}^{n}\left[\frac{n}{k}\right]=n \log n+(2 \gamma-1) n+O(\sqrt{n}) \tag{56}
\end{equation*}
$$

Moreover, we also have

$$
\begin{equation*}
\sum_{k=1}^{n} \Psi\left(\left[\frac{n}{k}\right]\right)=n \log n-n+O(1+\log n), \quad n=1,2, \cdots \tag{57}
\end{equation*}
$$

In view of the two equalities (56) and (57), we obtain function $f$ that $R_{n}(f) \rightarrow$ $2 \gamma$. Applying Theorem 38, we now get that $\int_{0^{+}}^{1} f(t) d t$ converges. Then it is easy to deduce, that so does the integral $\int_{0^{+}}^{1}\left(\Psi\left(t^{-1}\right)-t^{-1}\right) d t$. Therefore,

$$
\lim _{x \rightarrow+\infty} \frac{\Psi(x)}{x}=1
$$

from which the Prime Number Theorem follows in an elementary way.
In [53], Selvaraj has given a much easier proof of the preceding result by using a Theorem of Landau [26, page 568]. Let us give the ideas of that proof. Let $g(x)=f\left(\frac{1}{x}\right)$, where $f(x)=a_{\left[\frac{1}{x}\right]}$ throughout $(0,1]$ is exactly the function $f$ which is defined in Theorem 38. Put also

$$
G(x)=\sum_{k \leqslant x} g\left(\frac{x}{k}\right)=\sum_{k \leqslant x} f\left(\frac{k}{x}\right)
$$

For $0<\varepsilon<1$,

$$
\begin{aligned}
\int_{\varepsilon}^{1} f(x) d x & =\int_{\varepsilon}^{1} g\left(\frac{1}{x}\right) d x=\int_{1}^{\frac{1}{\varepsilon}} \frac{1}{t^{2}} g(t) d t \\
& =\int_{1}^{\frac{1}{\varepsilon}} \frac{1}{t^{2}} \sum_{k \leqslant t} \mu(k) G\left(\frac{t}{k}\right) d t=\sum_{k \leqslant \frac{1}{\varepsilon}} \int_{k}^{\frac{1}{\varepsilon}} \frac{\mu(k)}{t^{2}} G\left(\frac{t}{k}\right) d t
\end{aligned}
$$

where $\mu$ denotes the Möbius function. Since $G(x)=G([x])$,

$$
\frac{G(x)}{x}=\frac{1}{[x]} \sum_{k \leqslant[x]} f\left(\frac{k}{[x]}\right) \cdot \frac{[x]}{x}
$$

and thus

$$
\lim _{x \rightarrow+\infty} \frac{G(x)}{x}=\lim _{n \rightarrow+\infty} \frac{1}{n} \sum_{k=1}^{n} f\left(\frac{k}{n}\right)=L
$$

Hence, $G(x)=L x+o(x)$ as $x \rightarrow+\infty$. Now, using the fact that $\int_{k}^{+\infty} \frac{1}{t} d t$ diverges, we have by applying a result of Landau [26, page 568]

$$
\int_{\varepsilon}^{1} f(x) d x=\sum_{k \leqslant \frac{1}{\varepsilon}} \frac{\mu(k)}{k} \int_{k}^{\frac{1}{\varepsilon}}\left(\frac{L}{t}+o\left(\frac{1}{t}\right)\right) d t=L \cdot S\left(\frac{1}{\varepsilon}\right)+o\left(S\left(\frac{1}{\varepsilon}\right)\right)
$$

where

$$
\begin{aligned}
S\left(\frac{1}{\varepsilon}\right) & =\sum_{k \leqslant \frac{1}{\varepsilon}} \frac{\mu(k)}{k} \int_{k}^{\frac{1}{\varepsilon}} \frac{1}{t} d t=\sum_{k \leqslant \frac{1}{\varepsilon}} \frac{\mu(k)}{k} \log \frac{1}{\varepsilon}-\sum_{k \leqslant \frac{1}{\varepsilon}} \frac{\mu(k)}{k} \log k \\
& =\log \frac{1}{\varepsilon} \cdot\left(\frac{1}{\log \frac{1}{\varepsilon}}\right)-\sum_{k \leqslant \frac{1}{\varepsilon}} \frac{\mu(k)}{k} \log k
\end{aligned}
$$

Therefore, as $\varepsilon \rightarrow 0^{+}$,

$$
\int_{\varepsilon}^{1} f(x) d x=L(o(1)-(-1))+o(1)
$$

and

$$
\int_{0^{+}}^{1} f(x) d x=L
$$

which is exactly the wanted result.

## $7 \quad$ Other type of Riemann sums

In this section, we are concerned with Riemann sums defined in a slightly different way than in (1), namely

$$
\begin{equation*}
M_{n} f(x)=\frac{1}{n} \sum_{k=1}^{n} f\left(\frac{k+x}{n}\right), \quad n=1,2, \cdots \tag{58}
\end{equation*}
$$

or

$$
\begin{equation*}
\widetilde{M}_{n} f(x)=\frac{1}{n} \sum_{k=1}^{n} f\left(\frac{k-x}{n}\right), \quad n=1,2, \cdots \tag{59}
\end{equation*}
$$

It is easy to see, that we have the following properties: For all $n \geqslant 1$ and $x \in[0,1]$,

$$
\begin{equation*}
M_{n} f(x)=R_{n} f\left(\frac{x}{n}\right) \tag{60}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{M}_{n} f(x)=R_{n} f\left(\frac{-x}{n}\right) \tag{61}
\end{equation*}
$$

Even though the difference with the usual Riemann sums does not seem so important, it brings dramatic effects on the results. Let us show these differences. Notice, that if $f$ a Riemann integrable function, the averages $\left(M_{n} f\right)_{n \geqslant 1}$ and $\left(\widetilde{M}_{n} f\right)_{n \geqslant 1}$ converge to the integral of $f$. This is easy to check. To our knowledge, the first important results on these sums were given by Chui [9], who considered Riemann integrable functions. In [9], he proved the following result:

41 Theorem. Let $f$ be a Riemann integrable function on $[0,1]$. If $f$ is absolutely continuous on $[0,1]$, then $\widetilde{M}_{n} f\left(\frac{1}{2}\right)-\int_{0}^{1} f(t) d t=o\left(\frac{1}{n}\right)$. Moreover, if $f(0)=f(1)$, then $\widetilde{M}_{n} f(x)-\int_{0}^{1} f(t) d t=o\left(\frac{1}{n}\right)$, for all $x$ in $[0,1]$.

In [10], he generalized this by proving some new Theorems. In a first Theorem (Theorem 1 page 279), the author gave some results which were already known.

## 42 Theorem.

a) If $f$ is a Riemann integrable function on $[0,1]$, then

$$
\widetilde{M}_{n} f(x)-\int_{0}^{1} f(t) d t=o(1), \quad \text { for each } x \in[0,1]
$$

b) If $f$ is a function of bounded variation on $[0,1]$, then

$$
\widetilde{M}_{n} f(x)-\int_{0}^{1} f(t) d t=O\left(\frac{1}{n}\right), \quad \text { for each } x \in[0,1]
$$

c) If $f$ is is absolutely continuous on $[0,1]$, then

$$
\widetilde{M}_{n} f\left(\frac{1}{2}\right)-\int_{0}^{1} f(t) d t=o\left(\frac{1}{n}\right)
$$

d) If $f$ is differentiable on $[0,1]$ and its derivative $f^{\prime}$ is of bounded variation on $[0,1]$, then

$$
\left|\widetilde{M}_{n} f\left(\frac{1}{2}\right)-\int_{0}^{1} f(t) d t\right| \leqslant \frac{T\left(f^{\prime}\right)}{8 n^{2}}, \quad \text { for all } n
$$

where $T\left(f^{\prime}\right)$ is the total variation of $f^{\prime}$ on $[0,1]$.
Result a) is an easy consequence of the convergence for the Riemann integrable function. The proofs of $b$ ), and of the weaker and somewhat different forms of c) and d) are also given in [42]. Moreover, b) is also proved in [9], see Theorem 41. But, in [10] Chui gives a unified way of proving b), c) and d). The interest in this proof is the use of the saw-tooth functions which are defined by:

$$
\begin{equation*}
v_{n}(t)=\sum_{k=1}^{n} \chi_{\frac{k-\frac{1}{2}}{n}}(t)-n t \tag{62}
\end{equation*}
$$

where for $0 \leqslant s \leqslant 1$, $\chi_{s}$ denotes the characteristic function of the closed interval $[s, 1]$. For each $n$, these function verify, $v_{n}(0)=v_{n}(1)=0$, and $v_{n}$ lies between $-\frac{1}{2}$ and $\frac{1}{2}$ and is linear with the exception of $n$ unit jumps at the points $\frac{k-\frac{1}{2}}{n}, k=$ $1, \cdots, n$. It is noted by the author, that the saw-tooth functions $v_{n}(t)$ plays a role in the study of the convergence of the operators defined in (58) and (59) similar to the role of the functions $e^{2 \pi i n t}$ in the study of Fourrier series. The difficulty, in working with the functions $v_{n}(t)$ is, that they are not orthogonal. However, they still satisfy some interesting properties as it is established in the following lemma.

43 Lemma. Let $m$ and $n$ positive integers such that the quotient $\frac{m}{n}$ is an odd integer. Then

$$
\int_{0}^{1} v_{n}(t) v_{m}(t) d t=\frac{n}{12 m}
$$

In particular

$$
\int_{0}^{1} v_{n}(t)^{2} d t=\frac{1}{12}
$$

for all positive integers $n$.
Using these properties, Chui established some other results (Theorem 2,3,4 and 5 page 280) that we summarize in the following Theorem.

## 44 Theorem.

$\left.a^{\prime}\right)$ Let $\left(\varepsilon_{n}\right)_{n \geqslant 1}$ be a sequence of positive reals which converges monotonically to zero. Then there exists a Riemann integrable function $f$ on $[0,1]$ such that

$$
\widetilde{M}_{n} f(0)-\int_{0}^{1} f(t) d t \leqslant \varepsilon_{n}, \quad \text { for all } n
$$

b) There exist a positive number $\varepsilon_{0}$, an increasing function $f$ of total variation less than one, and a sequence of positive integers $\left(n_{k}\right)_{k \geqslant 1}$ such that:

$$
n_{k}\left(\int_{0}^{1} f(t) d t-\widetilde{M}_{n_{k}} f\left(\frac{1}{2}\right)\right) \leqslant \varepsilon_{0} \quad \text { for all } k .
$$

c') Let $\left(\varepsilon_{n}\right)_{n \geqslant 1}$ be any sequence of positive reals converging to zero. Then, there is an absolutely continuous $f$ on $[0,1]$ such that

$$
n_{k}\left(\int_{0}^{1} f(t) d t-\widetilde{M}_{n_{k}} f\left(\frac{1}{2}\right)\right) \leqslant \varepsilon_{0} \quad \text { for all } k,
$$

where $\left(n_{k}\right)_{k \geqslant 1}$ is some sequence of positive integers tending to infinity.
d') If $f$ is twice differentiable and $f^{\prime \prime}$ is bounded and almost everywhere continuous on $[0,1]$, then

$$
\lim _{n \rightarrow+\infty} n\left(\int_{0}^{1} f(t) d t-\widetilde{M}_{n} f\left(\frac{1}{2}\right)\right)=\frac{1}{24} \int_{0}^{1} f^{\prime \prime}(t) d t=\frac{f^{\prime}(0)-f^{\prime}(1)}{24} .
$$

Moreover if $f^{\prime}(0)=f^{\prime}(1)$ then $\widetilde{M}_{n} f\left(\frac{1}{2}\right)-\int_{0}^{1} f(t) d t=o\left(\frac{1}{n^{2}}\right)$.
Notice that $\left.a^{\prime}\right), b^{\prime}$ ) and c') (in Theorem 44) implies that a), b) and c) (in Theorem 42) cannot be improved.

Following the same methods, Petrovič has studied in [40]

$$
\begin{equation*}
\widetilde{M}_{n}^{\prime} \varphi(x)=\frac{2 \pi}{n} \sum_{k=0}^{n-1} \varphi\left(\frac{2 \pi(k-x)}{n}\right), \quad n=1,2, \cdots \tag{63}
\end{equation*}
$$

for $0 \leqslant x \leqslant 1$ and $\varphi$ a $2 \pi$-periodic function. He proved that

## 45 Theorem.

1) If $\varphi=\sum_{m \geqslant 1} b_{m} \sin (m x)$ with $b_{m} \downarrow 0$, then there exists a constant $C(x)$ such that

$$
\left|\widetilde{M}_{n}^{\prime} \varphi(x)\right| \leqslant C(x) b_{n}, \quad \text { for } x \in[0,1] .
$$

2) If $\varphi=\frac{1}{2} a_{0}+\sum_{m \geqslant 1} a_{m} \cos (m x)$ with $a_{m} \downarrow 0$, and $x \neq 0 \bmod 2 \pi$, then there exists a constant $C(x)$ such that

$$
\left|\widetilde{M}_{n}^{\prime} \varphi(x)_{\pi} a_{0}\right| \leqslant C(x) a_{n}, \quad \text { for } 0<x<1 .
$$

3) Consequently, if $\varphi=\frac{1}{2} a_{0}+\sum_{m \geqslant 1} a_{m} \cos (m x)+\sum_{m \geqslant 1} b_{m} \sin (m x)$ with $a_{m} \downarrow 0$ and $b_{m} \downarrow 0$, then

$$
\widetilde{M}_{n}^{\prime} \varphi(x) \rightarrow \pi a_{0}, \quad \text { for } 0<x<1
$$

In [41], Petrovič proved nearly the same results by considering the averages

$$
\begin{equation*}
M_{n}^{\prime} \varphi(x)=\frac{2 \pi}{n} \sum_{k=0}^{n-1} \varphi\left(\frac{2 \pi(k+x)}{n}\right), \quad n=1,2, \cdots \tag{64}
\end{equation*}
$$

for $0 \leqslant x \leqslant 1$ and $\varphi$ a $2 \pi$-periodic function.
But, in some way he gave the main result in [39], where he studied averages defined as in (58).

46 Definition. Let $f$ be a measurable and periodic real-valued function on the real line with period one. If, for some increasing sequence $\left(n_{k}\right)_{k \geqslant 1}$ of integers and almost all $x$, the $\operatorname{limit}^{\lim }{ }_{k \rightarrow+\infty} M_{n_{k}} f(x)$ exists and is equal to $c$, then $c$ is called a partial integral of $f$.

Using this definition, the author established
47 Theorem. There is a non decreasing function $f$ in $(0,1)$ with two different partial integrals.

This result announces in a certain way those of Fominykh and Pannikov.
In the study of averages as defined in (58),(59), (63) or (64), it is natural to ask about the almost everywhere convergence, as we did in the case of the usual Riemann sums. More precisely, do Jessen's and Rudin's Theorems carry over to these new averages, and is there any relation between their convergence and the convergence of the usual Riemann sums? Fominykh was the first author to study such questions. In [13], he proved the following results (Theorem 1 page 86, Theorem 2 page 87, Theorem 3 page 88, Theorem 4 and 5 page 90 and Theorem 6 page 92).

48 Theorem. Suppose $f \in L^{p}(0,1)$, where $1 \leqslant p \leqslant+\infty$. Then

$$
\left\|M_{n}(f)-\int_{0}^{1} f(x) d x\right\|_{p} \leqslant 2 \omega_{p}\left(\frac{1}{n}, f\right)
$$

where $\omega_{p}\left(\frac{1}{n}, f\right)$ is the modulus of continuity in $L^{p}(0,1)$.
The author noticed, that it is impossible to improve the order of the estimate. Moreover, by relation (60) this result remains true for the usual Riemann sums. He also proved, that in the case $p=1,2$ is the best constant possible. As a simple consequence of this Theorem, he obtained (this result is also true for the sequence $\left.\left(R_{n} f\right)_{n \geqslant 1}\right)$ :

49 Theorem. Suppose $f \in L(0,1)$. If the increasing sequence $\left(n_{k}\right)_{k \geqslant 1}$ satisfies the condition $\sum_{k \geqslant 1} \omega_{1}\left(\frac{1}{n_{k}}, f\right)<+\infty$, then for almost all $x \in[0,1]$

$$
\lim _{k \rightarrow+\infty} M_{n_{k}} f(x)=\int_{0}^{1} f(t) d t
$$

Moreover, he stated:

## 50 Theorem.

1) Suppose $f \in L^{2}(0,1)$. If the modulus of continuity $\omega_{2}(\delta, f)=O\left(\delta^{\varepsilon}\right)$ for some $\varepsilon>0$. Then for almost all $x \in[0,1]$

$$
\lim _{n \rightarrow+\infty} M_{n} f(x)=\int_{0}^{1} f(t) d t
$$

2) Suppose $f \sim \frac{a_{0}}{2}+\sum_{k \geqslant 1} a_{k} \cos (2 \pi k x)+\sum_{k \geqslant 1} b_{k} \sin (2 \pi k x)$, such that:

$$
\begin{gathered}
\lim _{n \rightarrow+\infty}\left(\left|a_{n}\right|+\left|b_{n}\right|\right)=0 \\
\sum_{n \geqslant 1}\left(\left|a_{n+1}-a_{n}\right|+\left|b_{n+1}-b_{n}\right|\right)<+\infty
\end{gathered}
$$

Then

$$
\lim _{n \rightarrow+\infty} M_{n} f(x)=\frac{a_{0}}{2}, \quad \text { for any } x \in[0,1]
$$

In [14], the author established the following important Theorem (Theorem 1, page 69).

51 Theorem. For any sequence $\left(n_{k}\right)_{k \geqslant 1}$ and any $\varepsilon>0$, there exists a function $f$ which is the characteristic function of an open set $A$ in $[0,1]$ for which $m(A) \leqslant \varepsilon$ but $\overline{\lim }_{k \rightarrow+\infty} M_{n_{k}} f(x)=1$ for any $x \in[0,1]$.

Notice, that this result clearly shows that Jessen's result is no longer true when considering the averages $\left(M_{n} f\right)_{n \geqslant 1}$. Let us give a sketch of the proof. This theorem is a consequence of the following lemma:

52 Lemma. Suppose a sequence $\left(n_{k}\right)_{k \geqslant 1}$ and a number $\delta$ are given. There exists then a function $g$, which is the characteristic function of an open set $A, a$ natural number $q$, and a set $E \subset[0,1], m(E)>1-\delta$ that satisfy the conditions:

$$
\int_{0}^{1} g(x) d x=\delta
$$

and for any $x \in E$ there exists $k(1 \leqslant k \leqslant q)$ for which:

$$
M_{n_{k}} f(x)=1
$$

By using this lemma the author defines increasing numbers $k_{i}$, functions $f_{i}$ nonnegative on $[0,1]$ and sets $B_{i} \subset[0,1]$ with Lebesgue measure greater than $1-\delta_{i}$, where $\delta_{i}=\frac{\epsilon}{2^{i+1}}$, such that the following conditions are fulfilled:

$$
\begin{equation*}
\int_{0}^{1} f_{i}(x) d x=\delta_{i} \tag{65}
\end{equation*}
$$

and for any $x \in B_{i}$ there exists $k\left(k_{i} \leqslant k \leqslant k_{i+1}\right)$ for which:

$$
\begin{equation*}
M_{n_{k}} f_{i}(x)=1 \tag{66}
\end{equation*}
$$

Suppose now, that $f(x)=\sup _{k} f_{k}(x)$. Using (65), it is easy to check that $\int_{0}^{1} f(x) d x<\varepsilon$. Moreover, for the points of the set $B=\varlimsup_{k} B_{k}$ we have by (66)

$$
\begin{equation*}
\varlimsup_{k \rightarrow+\infty} M_{n_{k}} f(x)=1 \tag{67}
\end{equation*}
$$

Denote $A=[0,1] \backslash B$. Thus, since for all $i \geqslant 1, m\left(B_{i}\right)>1-\delta_{i}$, we have $m(A)=0$. Therefore, if we set $f(x)=1$ on all the sets

$$
A_{n_{i}}=\left\{x \in[0,1], x=\frac{y+k}{n}, y \in A, 0 \leqslant k<n_{i}\right\}
$$

relation (67) will be fulfilled on the entire interval $[0,1]$.
In the same paper, Fominykh also established the two following results. Let $\left(n_{k}\right)_{k \geqslant 1}$ be a sequence of positive integers. Let $\alpha(k)$ denote the number of term in $\left(n_{k}\right)_{k \geqslant 1}$ which are divisors of $k$ and put

$$
\begin{aligned}
\alpha_{m} & =\max _{2^{m-2} \leqslant k<2^{m-1}} \alpha(k), \\
\Delta_{t} f & =f(x+t)-f(x), \\
\Omega(t) & =\int_{0}^{1}\left(\Delta_{t} f\right)^{2} d x .
\end{aligned}
$$

53 Theorem. If

$$
\sum_{m \geqslant 2} \alpha_{m} \Omega\left(\frac{1}{2^{m}}\right)<+\infty
$$

then

$$
\lim _{k \rightarrow+\infty} M_{n_{k}} f(x)=\int_{0}^{1} f(t) d t, \quad \text { for almost all } x \in[0,1] .
$$

As noticed by the author, this result remains true for the usual Riemann sums, and thus implies a Marcinkiewicz-Salem result (see for example Theorem $6)$.

Nearly at the same time, Pannikov gave also a proof of Theorem 51. In fact, he proved something more (see [37, page 504])

54 Theorem. For any sequence $\left(n_{k}\right)_{k \geqslant 1}$ and any $\varepsilon>0$,there exists a function $f$ which is the characteristic function of an open set $A$ on $[0,1]$ for which $m(A) \leqslant \varepsilon$ and

$$
\varlimsup_{k \rightarrow+\infty} \frac{1}{n_{k}} \sum_{j=1}^{n_{k}} f\left(x+\frac{y+j}{n_{k}}\right)=1,
$$

for almost all pairs $(x, y)$.

It is easy to check that Theorem 51 is a consequence of this result. Let us give a quick sketch of the proof.

Let

$$
f_{\varepsilon}(x+1)=f_{\varepsilon}(x)= \begin{cases}1, & \text { if } 0<x<\varepsilon  \tag{68}\\ 0, & \text { otherwise }\end{cases}
$$

and

$$
\begin{equation*}
f(x)=\sup _{s} f_{\frac{\varepsilon}{2^{s}}}\left(\left(\prod_{l=2^{s}+1}^{2^{s+1}} n_{l}\right) x\right) \tag{69}
\end{equation*}
$$

Then $f$ is the characteristic function of an open set in $[0,1]$ which satisfies the condition :

$$
\int_{0}^{1} f(x) d x \leqslant \sum_{s=1}^{+\infty} \int_{0}^{1} f_{\frac{\varepsilon}{2^{s}}}(x) d x=\sum_{s=1}^{+\infty} \frac{\varepsilon}{2^{s}}=\varepsilon
$$

Moreover, it is easy to check that for each natural number $m$ such that $2^{s}+1 \leqslant$ $m \leqslant 2^{s+1}, s=1,2, \cdots$, we have

$$
\begin{equation*}
\left.\frac{1}{n_{m}} \sum_{j=1}^{n_{m}} f_{\frac{\varepsilon}{2^{s}}}\left(\left(\prod_{l=2^{s}+1}^{2^{s+1}} n_{l}\right)\left(\frac{y+j}{n_{m}}\right)\right)=f_{\frac{\varepsilon}{2^{s}}}\left(\prod_{\substack{2^{s}+1 \leqslant l \leqslant 2^{s+1} \\ l \neq m}} n_{l}\right) y\right) \tag{70}
\end{equation*}
$$

Indeed, if $g$ is periodic with period $\frac{1}{n}, n \in \mathbb{N}^{*}$, then

$$
\frac{1}{n} \sum_{j=1}^{n} g\left(\frac{y+j}{n}\right)=g\left(\frac{y}{n}\right)
$$

It follows from equation (69) that

$$
\begin{equation*}
f(x) \geqslant f_{\frac{\varepsilon}{2^{s}}}\left(\left(\prod_{l=2^{s}+1}^{2^{s+1}} n_{l}\right) x\right), \quad s=1,2, \cdots \tag{71}
\end{equation*}
$$

Then, by using (68), (70) and (71), we get for arbitrary $s \in \mathbb{N} *$ and $2^{s}+1 \leqslant$ $m \leqslant 2^{s+1}$,

$$
\begin{aligned}
& \mu\left\{y \in(0,1), \frac{1}{n_{m}} \sum_{j=1}^{n_{m}} f\left(\frac{y+j}{n_{m}}\right)=1\right\} \\
\geqslant & \mu\left\{y \in(0,1), \frac{1}{n_{m}} \sum_{j=1}^{n_{m}} f_{\frac{\varepsilon}{2^{s}}}\left(\left(\prod_{l=2^{s}+1}^{2^{s+1}} n_{l}\right)\left(\frac{y+j}{n_{m}}\right)\right)=1\right\} \\
= & \mu\left\{y \in(0,1), f_{\frac{\varepsilon}{2^{s}}}\left(\left(\prod_{\substack{2^{s}+1 \leqslant l \leqslant 2^{s+1} \\
l \neq m}} n_{l}\right) y\right)=1\right\}=\frac{\varepsilon}{2^{s}},
\end{aligned}
$$

where $\mu$ denotes the Lebesgue measure on $[0,1]$.
Therefore, by summing over $m$

$$
\sum_{m \geqslant 3} \mu\left\{y \in(0,1), \frac{1}{n_{m}} \sum_{j=1}^{n_{m}} f\left(\frac{y+j}{n_{m}}\right)=1\right\} \geqslant+\infty .
$$

Notice that this leads directly to the Theorem 51.
Now, for arbitrary $x$

$$
\sum_{m \geqslant 1} \mu\left\{y \in(0,1), \frac{1}{n_{m}} \sum_{j=1}^{n_{m}} f\left(x+\frac{y+j}{n_{m}}\right)=1\right\}=+\infty
$$

and thus

$$
\sum_{m \geqslant 1} \mu \otimes \mu\left\{(x, y) \in(0,1)^{2}, \frac{1}{n_{m}} \sum_{j=1}^{n_{m}} f\left(x+\frac{y+j}{n_{m}}\right)=1\right\}=+\infty .
$$

Since the sets involved in the above sum are independent, then by virtue of Borel-Cantelli lemma the assertion of Theorem 54 follows.

In [38], Pannikov also established the following result.
55 Theorem. For every $\alpha>0$ there is an open set $A \subset[0,1]$, with $m(A)<$ $\alpha$ and for which its characteristic function

$$
f_{A}(x)=\frac{a_{0}}{2}+\sum_{k \geqslant 1}\left(a_{k} \cos (2 \pi k x)+b_{k} \sin (2 \pi k x)\right),
$$

satisfies the following conditions:

$$
\varlimsup_{n \rightarrow+\infty} n^{-1} \sum_{j=0}^{n-1} f_{A}\left(x+\frac{y+j}{n}\right)=1,
$$

for almost all pairs $(x, y)$;

$$
\varlimsup_{n \rightarrow+\infty} n^{-1} \sum_{j=0}^{n-1} f_{A}\left(\frac{y+j}{n}\right)=1,
$$

for almost all $y$, and

$$
\sum_{k \geqslant 2}\left(a_{k}^{2}+b_{k}^{2}\right) k^{\frac{(1-\varepsilon) \log 2}{\log \log k}}<+\infty, \quad \text { for all } \varepsilon>0
$$

Let us finally indicate another line of results concerning numerical analysis. The idea is to of approach the integral $\int_{0}^{1} f(x) d x$ by Riemann sums defined relative to random subdivisions. As a typical result, we may mention the following one due to Kahane

56 Theorem. [20, page 1073]
Assume that $f \in L^{p}[0,1]$ with $p>2$ and suppose that the points $x_{k}^{(n)}$ are chosen independently and at random from the intervals $I_{k}^{(n)}=\left[\frac{k-1}{n}, \frac{k}{n}\right], k=$ $1, \ldots n$. Then,

$$
\frac{1}{n} \sum_{k=1}^{n} f\left(x_{k}^{(n)}\right) \quad \longrightarrow \quad \int_{0}^{1} f(x) d x
$$

almost everywhere.

## 8 Concluding remarks

Riemann sums are classical objects for most of the mathematicians. But their connections with many fields of the mathematics does not always seem so obvious. In the above discussion we were mainly interested in the convergence almost everywhere of these sums. Through this study, we could establish their impact on analysis, ergodic theory and number theory. Even if there are many interesting and important areas that are related to Riemann sums, but that we have mentioned only briefly, or in some cases, not at all, the point of view we chose allowed us to find some interesting and still open problems. Most of them are associated with deep arithmetical properties of subsequences. For example the conjecture of Marcinkiewicz-Salem, which is a still unsolved and probably very difficult question. It is clear, that there are many interesting questions that remain in this area, and it seems that the more we discover, the more questions arise.

Acknowledgements. The authors thanks G. Tenenbaum for useful remarks concerning Section 6.

Final Note: Recent advances concerning Marcinkiewicz-Salem conjecture have been obtained since the writing of this survey, by the second named author. In [63], the validity of Marcinkiewicz-Salem conjecture for the randomly sampled trigonometric system is proved. In [64], a very sharp sufficient condition for the convergence almost everywhere of averages of Riemann sums is obtained. Results concerning the Littlewood-Paley square function associated to these averages are also established. These results are conforting the validity of MarcinkiewiczSalem conjecture.
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