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Abstract 
Researching in new technologies for diagnosis, planning and medical treatment have allowed the development of 
computer tools that provide new ways of representing data obtained from patient’s medical images such as com-
puted tomography (CT) and magnetic resonance imaging (MRI). In this sense, augmented reality (AR) technolo-
gies provide a new form of data representation by combining the common analysis using images and the ability 
to superimpose virtual 3D representations of the organs of the human body in the real environment. In this pa-
per the development of a generic computer platform based on augmented reality technology for surgical pre-
operative planning is presented. In particular, the surgeon can navigate in the 3D models of the patient’s organs 
in order to have the possibility to perfectly understand the anatomy and plan in the best way the surgical proce-
dure. In addition, a touchless interaction with the virtual organs is available thanks to the use of an armband pro-
vided of electromiographic muscle sensors. To validate the system, we focused in a navigation through aorta ar-
tery for mitral valve repair surgery. 
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Introduction 
 
Advances in computer technologies applied to 
medicine are offering new tools for diagnosis, 
preoperative planning, image-guided surgery, 
training and even the formulation of new 
treatments that help the surgeon to taking deci-
sions before, during and after performing a sur-
gical procedure. These advances are conferring 
considerable advantages on the patient, but they 
are also imposing an additional difficulty on the 
surgeon, who needs to develop new skills in or-
der to adapt to newer systems (Lamata et al., 
2010).  
In this sense, the technology of augmented real-
ity begins to be a novel alternative because it 
supposes in a single space a transition that 
combines common elements in the real world 
with virtual elements. In medicine, the use of 
the AR technology makes possible to overlay 
virtual models of the organs on the real patient; 
this allows the surgeon to have a sort of ‘X-ray 
vision’ of the patient’s internal anatomy. AR 
‘augments’ the surgeon’s perception with a bet-
ter spatial perception and a reduction of the du-

ration of the surgical procedure (De Paolis and 
Ricciardi, 2018). 
Thus, surgeons have at their disposal a mixture 
of techniques, between traditional and digital 
methods that involve new forms of representa-
tion, interaction and analysis of medical data.  
Currently more and more research teams are 
approaching the world of augmented reality ap-
plied to medicine due to the necessity to refine 
surgical practices and reduce the human error 
factor alongside the specialist's experience with 
advanced techniques (De Paolis and Aloisio, 
2018).  
One of the first publications in this sense, pre-
sented by Wagner et al. (1995), consists of a 
visualization system for image-guided stereotac-
tic navigation in tumour surgery that sought to 
provide an innovative tool using augmented re-
ality instead of fully virtual environments. Some 
years later a research group from the University 
of Auvergne, began the development of a guid-
ed laparoscopy system in gynaecology (Collins 
et al., 2014). Subsequently, the original system 
was improved (Collins et al., 2016) involving a 
framework for the semi-automatic registering 
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of MRI images with the video of the laparo-
scopic procedure.  
Another interesting works comprise specializa-
tions such as dental surgery (Wang et al., 2014), 
maxillo-facial surgery (Ricciardi, Copelli, De 
Paolis 2017; Ricciardi, Copelli, De Paolis, 2015), 
liver surgery (De Paolis, and Ricciardi 2018; De 
Paolis 2017) and neurosurgery (Kersten-Oerte 
et al., 2015; Indraccolo and De Paolis 2017) 
In this paper a generic augmented reality plat-
form for the manipulation of medical images 
(CT or MRI) and the visualization of anatomi-
cal structures in three dimensions is presented. 
The general concept of the system is to show 
the user an augmented scene (view of the real 
world and virtual elements) so that it can have a 
better spatial and shape understanding of the 
anatomical structures that will be involved in a 
surgical procedure. Also, the system provides 
the surgeon with a way to plan trajectories or 
movements that can be executed during mini-
mally invasive procedures.  
The platform has been designed in order to 
permit surgeon to navigate in the 3D models of 
the patient’s organs in order to have the possi-
bility to perfectly understand the anatomy and 
plan in the best way the surgical procedure. 
During the navigation it is possible to visualize 
the virtual environment in the helmet and also 
in a computer screen in order to provide the 
surgeon the possibility to discuss with other 
colleagues on the specific clinical case. A touch-
less interaction with the virtual organs is availa-
ble thanks to the use of an armband provided 
of electromiographic muscle sensors. 
In the current version, the system is capable to 
manage two clinical cases, which correspond to 
two different applications, one in heart surgery 
and the other in neuro-surgery that served as a 
basis for testing the proposed platform. 
 
 

Methodology 
 
The system proposed in this paper consists of a 
set of blocks that execute tasks in real time to 
create an augmented scene. The architecture 
shown in figure 1 consists of three types of de-
vices (sensors) that permit the user (a surgeon) 
to visualize the 3D models of the organs and 
interact with these. 

 a Myo armband is used to recognize 
some user’s gestures and provide the 
system with commands used to ma-
nipulate transformations of  the virtual 
models (Myo); 

 a set of stereo cameras used to obtain 
the view of the real environment where 
the subject is located; 

 an Oculus Rift helmet used to define a 
reference be-tween the space of virtual 
models and the position of the user's 
head.  

 

 

Figure 1. Architecture of the AR system 

Additionally, the graphics device is responsible 
for duplicating the user's view of the RV helmet 
on a standard screen. From a functional point 
of view, AR application can be divided into 
three processing steps: tracking, alignment and 
rendering.  
In the tracking step, Oculus OVRPlugin anal-
yses the IR video data flow coming from the 
Oculus camera and processes the detected 
tracking system. Oculus's positional tracking 
system, used to track the position of the user's 
head, consisting of external infrared tracking 
sensors that optically track the headset. The 
Oculus is fitted with a series of infrared LEDs 
that permit to determine with sub-millimeter 
accuracy and near-zero latency the precise posi-
tion of the device and, consequently, of the us-
er’s head.  
During the alignment phase, some algorithms 
are used to align the virtual camera with the real 
one. This aims to make the portion of the aug-
mented scene to appear perfectly coincident 
with the user's point of view that changes in re-
al time. In every frame, the camera transfor-
mation matrix is calculated to consequently up-
date the virtual objects parameters of position, 



 Lucio Tommaso De Paolis  

21 

rotation and scale and make them proportional 
to the user's real movements.  
In addition to this phase, it's necessary to con-
sider a sub-phase that can be called “augmenta-
tion" of the Oculus point of view. This step 
consists into a second alignment phase to 
match the Oculus virtual camera with the 
ORVision virtual image plane, in which there is 
the video stream captured by the lenses of the 
stereo camera system attached on Oculus front 
cover. In this way, it's possible to convert a VR 
viewer, such as the Oculus Rift, into an immer-
sive AR see-through system.  
Finally, in the last phase of rendering, digital in-
formation is displayed in the augmented scene 
in such a way that the user hardly can distin-
guish the virtual objects from the real ones. For 
this purpose, some efficient graphics libraries 
and three-dimensional rendering engines are 
used to create the virtual elements, and moreo-
ver, to render the appropriate texture based on 
the virtual object.  
Figure 2 shows the navigation and interaction 
system with all the involved devices:  
1) Oculus tracking for virtual object position-
ing; 
2) reference display of the model; 
3) Myo armband for gestures detection; 
4) Oculus Rift with the OVRVision Pro stereo 
camera. 
 

 

Figure 2. Navigation and interaction system 

Virtual Models  
 
The reconstruction of virtual models has been 
made from CT images; two patient-specific cas-

es were selected, a case of study for mitral valve 
surgery. 
In the case of heart surgery the focus was the 
representation of the aorta, from the level of 
the groin to the heart, passing through the aor-
tic valve to reach the mitral valve that empties 
into the left atrium.  
The segmentation of the images was performed 
using semi-automatic algorithms based on 
thresholds, morphological operations (erosion 
and dilation) for noise reduction, elimination of 
islands and smoothing. Using the software 3D 
Slicer (3D Slicer), marching cubes algorithm 
was applied for the reconstruction of the sur-
face of the segmented anatomical structures.  
The resulting surfaces were submitted to post-
processing using the MeshLab (Cignoni er al., 
2008) software; later the models were refined 
and placed in their final position using Blender 
(Hess 2010) framework, where the experi-
mental setup was built and later exported to 
Unity3D (Unity) engine. 
 
 
Gesture Recognition  
 
The interaction with the virtual contents im-
plements a touchless method through hand ges-
tures and forearm movements. Myo armband 
uses electromiographic muscle sensors that, in 
contact with the skin, are able to read the elec-
trical activity of the forearm muscles and to 
translate in real-time them into digital com-
mands (Indraccolo and De Paolis 2017).  
The association between the gestures and the 
tasks to be performed on the 3D models has 
been realized in such a way to implement a 
form of interaction as natural as possible as 
shown in Figure 3. 
 

 

Figure 3. Recognized gestures and performed task  
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Two kinds of user feedback have been intro-
duced to inform that the gesture has been de-
tected and recognized: the first consists in a 
haptic feedback through a small vibration pat-
tern inside Myo's hardware and the second one 
provides a graphic user interface on the top of 
the display device that allows to see if the Myo 
control is activated or deactivated. This is im-
portant because the surgeon can decide if the 
Myo controller must remain deactivated in or-
der prevent incorrect or unwanted gestures.  
 
 
Visualization System  
 
Unity3D and Oculus Rift DK2 were used for 
the development of the visualization system.  
The tracking system allows 6 degrees of free-
dom that are divided into rotational and posi-
tional tracking. The rotational tracking (with 
1000 Hz refresh rate) is embedded inside the 
lenses using a gyroscope, an accelerometer and 
a magnetometer. For the positional tracking 
(with 60 Hz refresh rate) there is a camera with 
a near-infrared CMOS sensor that continually 
perceives the infrared points emitted by the 
HMD.  
OVRVision Pro VR stereo camera were used to 

enable the augmented vision capability with the 

Oculus DK2, as shown in figure 4. The camer-

as were configured on full mode according to 

the manufacturer's description that adds a more 

realistic interaction. By means of the incorpora-

tion of the cameras on the scene of Unity it is 

possible to regulate the distance of each one of 

the cameras, as well as their vertical movement 

with respect to each other.  

 

 

Figure 4. Oculus Rift and OVRVision Pro 

 Conclusions  
 

The surgeons showed great interest in the ap-
plication of augmented reality and made sugges-
tions for improvements and adaptations in oth-
er specialties. This is possible thanks to the 
general architecture of the system that allows 
the adaptation of new cases of study following 
the described methodology.  
About the devices used, most of the users did 
not pre-sent problems to adapt to its use and 
managed to be-come familiar with the interface 
in short periods of time.  
A variant of the system, that incorporates track-
ing using infrared technology, could be used to 
guide the surgeon during a procedure by super-
imposing the virtual models of the organs on 
the real patient; in this way the surgeon could 
have an increased view of the patient’s anatomy 
and know in real time the position of the in-
strument inside the patient’s body. That allows 
him to take more accurate decisions taking into 
account the anatomical structure of interest. 
However, this last task introduces some com-
plications, such as the correct alignment of the 
virtual models with respect to the position of 
the patient in the operating room. Algorithms 
based on fiducial points are used in order to 
have a correct registration phase (Wagner et al., 
1995). However, the use of pre-acquired CT 
images in order to obtain the 3D model of the 
organs is not possible if the surgery involves 
tissues that are deformed during the procedure; 
in that case is required the adoption of other 
algorithms able to adapt with precision the ge-
ometry obtained in the process of segmentation 
and reconstruction to the new situation in the 
patient’s body. 
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