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This study innovates in predicting domestic tourists’ Length of Stay (LoS)
in Italy by using decision tree models, addressing the gap in understanding
LoS’s determinants, and improving upon inconsistent results from traditional
parametric analyses. Utilizing the 2019 “Viaggi e Vacanze” survey by the
Italian National Institute of Statistics and categorizing variables into sociode-
mographic, economic, travel-related, and psychological factors, the research
applies one-hot encoding to analyse 48,410,000 trips. Through evaluating
random forest and gradient boosting models, the study highlights their su-
periority in identifying complex data patterns, offering actionable insights for
tourism policymakers. These models enable precise LoS estimation, facilitat-
ing enhanced strategic planning for extending stays, optimizing services, and
improving promotional efforts to maximize tourism’s economic impact. This
approach offers a comprehensive tool for developing policies that boost visi-
tor engagement and economic benefits, showcasing a significant advancement
in tourism management practices.

keywords: Microdata, Length of stay, Machine-learning models, Decision
trees,Tourism sector.

1 Introduction

Tourism is a vital economic sector that contributes significantly to the global economy
(WTO, 2021). Accurately predicting the length of stay (LoS) of domestic tourists plays
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a pivotal role in tourism planning, resource allocation and destination management (Li
et al., 2018; Gössling et al., 2018). Understanding the factors that influence tourists’
LoS enables policymakers and industry stakeholders to make informed decisions regard-
ing infrastructure development, marketing strategies and service provision (Wang et al.,
2018). By accurately forecasting tourists’ LoS , destinations can optimize their tourism
offerings, enhance visitor experiences, and maximize economic benefits. Various scholars
have emphasized the significance of LoS in terms of the income generated by tourists
at a destination (Marrocu et al., 2015; Aguiló et al., 2017; Park et al., 2020; Antolini
et al., 2024). Indeed, it should be noted that LoS is not only a measure of tourists’
engagement but also directly impacts the economic benefits derived from their expendi-
tures in the local economy. As highlighted by Gössling et al. (2018), shorter stays can
in fact stimulate heightened demand for transport infrastructure, necessitating things
such as increased airport capacity. Moreover, shorter stays tend to restrict tourists to
popular attractions, often overshadowing lesser-known regions and attractions, leading
to an uneven distribution of tourist flow. This concentration of visitors in specific areas
can exacerbate the issue of overtourism, characterized by overcrowding at certain desti-
nations and stagnation at others (Oklevik et al., 2021). In contrast, tourists who opt for
longer stays can explore a wider array of smaller businesses in peripheral locations. Their
extended LoS allows for a more comprehensive exploration of the destination, fostering
a deeper understanding and appreciation of its unique characteristics.
While these conclusions are generally shared by the scientific community, the practical

implications lead many researchers to employ different statistical models and economet-
ric methodologies to explore various factors and their impact on the predicted LoS of
tourists. To date, a substantial body of literature has focused on parametric modelling
of the relationships between tourists’ LoS and the identified determinant variables. How-
ever, the review of existing studies indicates that the precise relationships between the
determinants and the prediction of LoS have not yet been fully elucidated. Moreover, it
appears there is a certain lack of consensus regarding the results obtained, which often
show positive or negative associations according to the methodology employed. This in-
consistency highlights the limitations of traditional parametric models in capturing the
complex patterns and nonlinear relationships inherent in LoS prediction. Therefore, this
study aims to bridge this research gap by proposing a novel predictive approach based
on the implementation of decision tree models to estimate the LoS of domestic tourists
in Italy using microdata obtained from the 2019 “Viaggi e Vacanze” (VV) survey con-
ducted by the Italian National Institute of Statistics (ISTAT, 2022). The main objective
is to develop predictive models based on decision tree methodology, incorporating the
most relevant predictive variables identified in the scientific literature. By harnessing the
power of machine learning, which excels in uncovering complex patterns, this study aims
to overcome the limitations of traditional models and deliver an accurate and reliable
predictive model.
The remainder of this paper is organized as follows. Section 2 provides a summary of

the main studies in the literature, with specific reference to the models employed. This
section also discusses the key determinants used to reconstruct the set of variables to be
included in decision tree models. Section 3 provides a general overview of the microdata
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used and the variables included in the models. This is followed by an overview of the
methodology. Section 4 presents the results, with a particular focus on the root mean
square error (RSME) and the predictive accuracy of the models. Section 5 concludes by
presenting the main findings and discussing the practical and theoretical implications
for tourism policymakers.

2 Literature Review and Theoretical Framework

2.1 The parametric modelling and determinants of LoS in the
literature

Accurate prediction of tourists’ Length of Stay (LoS) is a crucial aspect of both tourism
research and the tourism industry. In the last 20 years, numerous studies have employed
parametric models to predict tourists’ LoS, including linear regression, survival analysis,
and count data regression models combined with survey data. Linear regression models
have been widely used in this context to establish relationships between predictor vari-
ables and LoS, assuming a linear association between them. However, it is important to
note that these models often assume linearity and require strict assumptions about the
underlying data distribution. Survival analysis models, such as Cox proportional haz-
ards models, have also been used and are particularly useful when dealing with censored
data and time-to-event outcomes. For these reasons, these models provide insight into
the duration of tourist stays, accounting for the possibility that some stays may not be
fully observed. Count data regression models, such as Poisson and negative binomial
models, have been employed when LoS was measured in terms of discrete counts. In
fact, these models are designed to handle data that follows a count distribution and can
provide, in this case, valuable insights regarding the factors influencing LoS.

Examining the literature on this subject from the 2000s, it is worth noting that initial
studies predominantly employed survival analysis techniques to examine the LoS. Goko-
vali et al. (2007) utilized the Cox and Weibull survival models to examine the duration
of tourists’ stays in Bodrum, Turkey. They identified significant associations between
the LoS and factors such as education, income, experience, familiarity, and daily spend-
ing. Martinez-Garcia and Raya (2008) studied low-cost tourism in Spain and found
that variables such as nationality, age, education level, accommodation type, season,
and geographic area influenced the LoS. De Menezes et al. (2008) analysed the LoS of
tourists in the Azores Islands, considering sociodemographic profiles, trip attributes, sus-
tainability practices, and destination image attributes using a Cox proportional hazard
model. Barros et al. (2008) and Barros et al. (2010) investigated the LoS of Portuguese
tourists in South America and the Algarve, Portugal, respectively. They used survival
models (the Cox model, the Weibull model, and the Weibull model with heterogeneity)
and found that the LoS depended on multiple determinants specific to each destination.
Raya (2012) focused on the LoS of participants at the International Triathlon Chal-
lenge Barcelona–Maresme and identified factors such as satisfaction, foreign participant
status, and expenditure as influential. Peypoch et al. (2012) employed a multivariate
fractional polynomial duration model in studying tourists’ LoS in Madagascar and found
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that higher income, older age, male gender, and education level were associated with
longer stays. Thrane (2012) investigated the LoS of international summer visitors in
Norway, highlighting the impact of nationality, age, spending patterns, and other trip-
related characteristics. Thrane and Farstad (2012) explored the relationship between
LoS and variables such as previous visits, places visited, satisfaction, and expenditures
per day, noting a positive association with the former and a negative association with
the average expenditures. Interestingly, Thrane’s study suggested that ordinary least
squares (OLS) regression models provided an effective description of the impact of in-
dependent variables on LoS, comparable to survival models. In fact, Thrane argued
that OLS regression models had an advantage over survival models because they al-
lowed for negative impacts of independent variables on the dependent variable, which
survival models did not accommodate. Consequently, Thrane recommended that future
studies on tourists’ LoS should move away from survival models, in line with the prin-
ciple of parsimony. From this point onwards, numerous studies employing count data
regression models have appeared in the literature, even though Thrane (2015) demon-
strated in his study that this methodology did not lead to superior results compared
to OLS and survival models, thus raising doubts about their future utility. Alén et al.
(2014) conducted a study on senior tourists in Spain and identified various factors in-
fluencing the LoS, including age, travel purpose, climate, accommodation type, group
size, trip type, and activities at the destination. They utilized the negative binomial
model for the analysis. Kruger and Saayman (2014) investigated the determinants of
LoS at Kruger National Park in South Africa, employing a Poisson regression model.
The authors found that sociodemographic characteristics, behavioural variables, and
geographical factors influenced LoS. Prebensen et al. (2015) used truncated negative
binomial regression to examine the relationship between LoS and sociodemographic and
travel behaviour variables in northern Norway. The results indicated that only gender
significantly influenced LoS, with females staying for shorter durations. Rodriguez et al.
(2018) conducted an extensive study in Santiago de Compostela, Spain utilizing pro-
bit, truncated regression, and Heckman models. They confirmed the impact of personal
characteristics, travel attributes, and destination factors on LoS. Soler et al. (2020) ap-
plied zero-truncated negative binomial and Poisson-inverse Gaussian regression models
their study in Malaga, Spain and found that tourists’ mode of transport, income, age,
and climate of origin significantly influenced LoS. Bavik et al. (2021) measured LoS in
Macau, China using a Poisson regression model and observed that larger travel groups
and lower spending were associated with longer stays. Atśız et al. (2022) analysed LoS in
Istanbul by employing classical binary logit for group membership and a zero-truncated
Poisson model for visitors who stay longer, thus revealing the drivers of LoS.

2.2 A new approach to modelling LoS

As previously observed, the use of parametric models to predict the influence of determi-
nants on the predicted LoS is widely accepted. However, while parametric models offer
valuable insights and allow for quantitative predictions and statistical inference, they
have certain limitations. One main limitation is their assumption of linearity, which
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may not capture complex nonlinear relationships and interactions among variables. In
situations where the relationship between predictors and LoS is nonlinear, parametric
models may not accurately capture the underlying patterns. Additionally, parametric
models often require strict assumptions about the data distribution, which may not hold
in real-world scenarios. These assumptions can limit the applicability of the models and
introduce uncertainty in the predictions. Recently, there has been a shift in the approach
to tourism research with the emergence of studies employing innovative methodologies,
namely classification and regression trees (CARTs) (Breiman, 2017). While traditional
regression methods have commonly been used for tourism market segmentation, Dı́az-
Pérez et al. (2021), Dı́az-Pérez et al. (2020), and Dı́az-Pérez and Bethencourt-Cejas
(2016) have demonstrated the significant advantages of this technique. Although not
systematically employed, this methodological approach has been used to predict tourists’
LoS. In their study, Lee and Kim (2021) employed a decision tree machine-learning al-
gorithm to examine the relationship between geographical distance and travellers’ hotel
stay duration. Jackman and Naitram (2023) employed regression tree models to in-
vestigate the impact of tourists’ sociodemographic profiles, trip-related characteristics,
distance, and economic conditions on predicting LoS. Their analyses revealed significant
heterogeneity that would typically remain undisclosed when using simplistic parametric
approaches, such as OLS, commonly employed to model LoS. These are just two semi-
nal examples of the potential of using this methodology. Therefore, this study aims to
demonstrate the superior predictive capacity of these types of models when compared
to parametric techniques. Machine-learning algorithms enable researchers to formulate
predictive models and identify target group members that share similar characteristics.
This involves stratifying or segmenting the predictor space into several simple regions. In
the case under study, this methodology allows estimating tourists’ LoS using the mean of
the training observations in the region to which it belongs. As the set of rules employed
to segment the predictor space can be depicted as a tree, this approach is commonly
referred to as the decision tree method. In a visual representation, internal nodes sig-
nify divisions of the original observations, while the leaf nodes signify predictions of the
target variable—namely, the LoS. Thus, this methodology enables a nuanced prediction,
influenced by specific key variables (Antolini et al., 2024). In our study, the regression
tree is constructed using a set of variables derived from the VV survey. Operationally,
as described by James et al. (2020), they segment the predictor space into distinct re-
gions to minimize the residual sum of squares (RSS) associated with predictions. This
process involves iterating over all predictors and their possible split points to find the
combination that offers the least RSS. The algorithm splits the feature space into two
regions at each step, aiming to isolate subsets of data that are as homogeneous as pos-
sible in terms of the response variable. Each split is chosen to best separate the data
into groups that reduce the overall prediction error, with the final model presenting a
tree-like structure where each terminal node, or leaf, represents a prediction based on
the mean outcome of the observations falling into that segment. This iterative process
continues until a stopping criterion is met, such as reaching the maximum depth of the
tree or encountering a minimum number of observations in a leaf node (Lewis, 2000).
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3 Data and Method

3.1 Dataset and predictor variables

For our analysis, we leveraged a comprehensive dataset of microdata compiled from
the 2019 VV survey conducted by the Italian National Institute of Statistics (ISTAT).
This dataset encompasses a wide range of variables, including socio-demographic, eco-
nomic, and travel-related information, providing a rich foundation for exploring domestic
tourists’ behaviours and preferences in Italy (Marcussen, 2011; Lin et al., 2020). The
dataset utilized for the analysis included 3,001 observations from domestic tourist trips
by residents. By applying expansion coefficients to each record, we estimate the total
population of Italian domestic tourists. This resulted in a dataset representing 48,367,000
tourist trips, lasting up to 35 days. The following categories and variables were employed
(Table 1):

Table 1: Categories and variables influencing LoS

FACTORS VARIABLES

Sociodemographic Region of origin

Marital status

Age

Sex

Nationality

Economic Education

Occupation

Travel-related Principal activities

Group of travel party

Accommodation organization

Transport organization

Transport

Accommodation

Month of travel

Region of destination

Psychological Travel motivation

Source: Authors’ elaboration

To provide a more analytical interpretation of the determinants of tourists’ LoS, it is
possible to recode the entire dataset by defining dummy variables based on each level
determined by the categorical variables used. This can be done using techniques such
as one-hot encoding, converting each category into a binary vector representation where
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each element indicates the presence or absence of that category. In other words, for each
categorical variable, several columns were created, each of which takes a value of 1 if the
associated condition is met and 0 otherwise. For example, if the considered variable is
the gender of the tourist and the recorded values are ‘male’ and ‘female,’ two columns
were created, one for each gender, which takes a value of 1 for the specific gender and
0 otherwise. This technique allowed for a more detailed analysis of the impact that
each categorical variable had on the tourists’ LoS. After encoding the dataset using the
aforementioned method, the number of rows remained the same, while the number of
columns (representing variables) increased from 16 (original variables) to 128 (dummy
variables). By converting categorical variables into numerical representations, machine-
learning techniques can effectively analyse intricate relationships and patterns within
categorical inputs.

3.2 Decision tree algorithms: Random Forest and Gradient Boosting

The presence of nonlinearity between the LoS and independent variables coupled with
the intricate nature of their relationships advocates against making a priori assumptions
based on parametric models. Instead, employing a CART methodology is more suitable
even if they are not without their challenges. One of the most notable issues associated
with CART models is their susceptibility to overfitting (James et al., 2020). To address
this concern, ensemble models have been introduced as a standard solution in the realm
of machine learning. This approach combines multiple learning algorithms to obtain
better predictive performance by averaging out biases, reducing variance, and generally
generating a more comprehensive model that captures the underlying patterns in the
data without overfitting. Among the most used ensemble models are Random Forest
and Gradient Boosting, both of which extend the decision tree methodology to create a
more accurate, and reliable predictive tool.

In our study, Random Forest (RF) operates by constructing a multitude of decision
trees at training time and outputting the mean prediction of the individual trees. RF
correct for decision trees’ issue of overfitting to their training set by introducing ran-
domness in two ways: by selecting a random subset of the training data to build each
tree (bootstrap aggregating or bagging) and by choosing a random subset of features to
consider at each split in the learning process. This randomness helps to make the model
more robust and less prone to overfitting, ensuring that the biases of individual trees are
minimized through averaging.

Gradient Boosting, on the other hand, is a sequential technique where each subsequent
model attempts to correct the errors of the previous models. It builds one tree at a
time, where each new tree helps to correct errors made by previously trained trees. This
method involves optimizing a loss function, an aspect absent in RF, where the focus is
on reducing error by averaging the outcomes of multiple trees. Gradient Boosting (GB)
models often use shallow trees as base learners, which are computationally efficient and
reduce the risk of overfitting. However, they require careful tuning of parameters such
as the learning rate and the number of trees to balance the bias-variance trade-offs
effectively. For further insights into the methodology, it is recommended to refer to
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specialized texts on the subject (Breiman, 1996, 2001; James et al., 2020).

To assess the predictive performance of the three models, we constructed two ran-
domized samples, the training set and the test set, containing 75% and 25% of the total
observations, respectively. The test set was employed to make predictions for unseen
data instances. As suggested in Lantz (2019), as this is a numerical prediction problem
rather than a classification problem, it is not possible to use a confusion matrix to evalu-
ate the accuracy of the model. Instead, it is necessary to measure the correlation between
the model’s predictions on the test set and the actual recorded values. This provides an
indication of the strength of the linear association between the two variables. Therefore,
the predictive capacity of the models was evaluated by visually examining a scatter plot
depicting the predicted values against the corresponding actual values. Finally, a com-
parison between the models was conducted by assessing the standard deviation of the
generated residuals.

4 Results

Decision tree models may lead to better results in a case like this, where the relationships
between LoS and individual variables do not appear to be linear. To address the problem
of overfitting, some constraints were implemented in the RF and GB algorithms, as high-
lighted by Probst et al. (2019). The RF model consisted of 500 regression trees, where
the maximum number of nodes in each tree was limited to 300. Moreover, each leaf
of the tree had to contain a minimum of 100 observations. These constraints were put
in place to create a moderately complex model that avoided capturing small subgroups
that could be influenced by noise. In addition to the complexity constraints, a random
selection process was utilized to determine the variables used for splitting observations
in each tree. Of the 128 explanatory variables, only 43 were randomly chosen for each
tree. This approach significantly improved the model’s predictive capability and reduced
the impact of irrelevant or uninformative variables, as it ensured that only a subset of
variables was considered for each tree. In contrast, the GB algorithm aimed to train
the regression tree 500 times. The objective was to progressively decrease the RMSE
using a learning rate of 0.05. The tree depth, number of usable variables and number
of observations remained consistent with the RF algorithm. These modifications were
implemented to enhance the performance and generalization ability of the models, strik-
ing a balance between complexity and accuracy. By avoiding excessive complexity, the
models were able to effectively capture the underlying patterns in the data and make
accurate predictions. Below (Table 2), the RMSE and the correlation between the orig-
inal and predicted values from the two previously described machine-learning decision
tree models are presented.

As already highlighted, to ensure the reliability of these models, it is necessary to
evaluate their accuracy on unseen data to avoid overfitting to the training data. This
practice enables optimal generalization of the results to the entire population under
study. The RF and GB models exhibited strong positive linear relationships between
predicted and actual values, as indicated by the high correlation coefficients (0.93 and
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Table 2: Decision tree model results

Model Root mean square error ρ

Random Forest 2.05 0.93

Gradient Boosting 1.09 0.98

Source: Authors’ elaboration

0.98). This demonstrates the models’ effectiveness in capturing relevant features and
patterns related to LoS in the domestic Italian tourism context. Additionally, the rela-
tively low RMSE values (2.08 and 1.09) suggest that the models’ predictions closely align
with the actual LoS, indicating accurate representation of underlying data patterns and
trends. In this regard, Fig. 1 and Fig. 2 depict, through a scatter plot, the relationship
between the actual observed values in 25% of the test set and those estimated by the
RF and GB models.

Figure 1: Scatter plot predicted LoS by RF against real values

Source: Authors’ elaboration

By observing the arrangement of the points around the line, it can be inferred that
the model is capable of adequately predicting unseen values and therefore can be used
to provide forecasts regarding tourists’ LoS. Both models allow the extraction of impor-
tant metrics for each variable’s contribution to the model’s predictions. The predictive
interpretability of the variables is evaluated by analysing the mean squared error (MSE)
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Figure 2: Scatter plot predicted LoS by GB against real values

Source: Authors’ elaboration

of the predictions obtained when a particular variable is excluded from the model. A
graphical interpretation is shown in Fig. 3 and Fig. 4.

Following the variable importance in predicting the LoS calculated by the RF model,
we can understand which input variables have the most significant impact on the model’s
predictions in terms of loss of accuracy (increase in MSEs) if the variable is not used.
Months of travel (August, July and June) have the highest importance score (136.33,
54.29 and 41.23), indicating that trips made in summer significantly influence the model’s
predictions. The number of family members (49.97) and travellers aged over 75 (44.43)
both have substantial importance scores, indicating that having three family members
on the trip and the age of travellers are significant factors affecting the LoS. The region
of residence, Lombardy (43.26) or the chosen destination region—Calabria (41.94), Lazio
(41.30) or Apulia (40.19)—all have notable importance values. These scores emphasize
that both travellers’ region of origin and their selected destination region significantly
influence the model’s predictions regarding the LoS.

Figure 4 shows the gain calculated by the GB, a metric used to measure the con-
tribution of a particular feature (variable) to the model’s predictive performance. The
algorithm evaluates how much it can reduce the overall MSE by making a split based
on that feature for all possible splits and then aggregates and normalizes the gains for
each feature across all possible splits by dividing them by the number of observations
in the dataset. Once the gains are calculated and normalized for all features, they can
be ranked in descending order. Features with higher gain values are considered more
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Figure 3: RF estimates of variable importance

Source: Authors’ elaboration

Figure 4: Gradient boosting estimates of variable importance

Source: Authors’ elaboration
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important because they contribute more to reducing the model’s loss. August still has
the highest score (0.0221). The accommodation organization (direct booking or without
a reservation) and the main type of accommodation (rented home) have higher scores
(0.0104, 0.0078 and 0.0093) signifying that these factors contribute to the model’s pre-
dictive accuracy. Similar to the RF calculation, the number of family members and age
over 75 emerged as important in the GB importance calculation.

5 Conclusion

Accurately predicting domestic tourists’ LoS is of utmost importance for various as-
pects of tourism management, such as planning, resource allocation and destination
development. To make informed decisions about infrastructure, marketing strategies
and service provision, policymakers and industry stakeholders must understand the fac-
tors that influence LoS. While numerous researchers have employed statistical models
and econometric methodologies to examine these factors, the existing literature lacks
a comprehensive understanding of the precise relationships and predictions relating to
LoS. Moreover, different studies often yield inconsistent results due to the limitations of
traditional parametric models in capturing the complex and nonlinear nature of LoS.

To address this research gap, this study introduced a novel predictive approach using
decision tree models to estimate the duration of domestic tourists’ stays in Italy. We uti-
lized microdata from the 2019 VV survey. Based on a comprehensive review of previous
studies, we classified a set of explanatory variables into four main categories: sociodemo-
graphic factors, economic factors, travel-related factors, and psychological factors. The
entire dataset was then recoded using one-hot encoding to provide a more analytical
interpretation of the determinants of tourists’ LoS. This resulted in the creation of 128
dummy variables for 48,410,000 trips.

The results indicated that the decision tree models—the RF and GB models—revealed
strong positive linear relationships between predicted and actual values. This was evident
from the high correlation coefficients (0.93 and 0.98), demonstrating the effectiveness of
these models in capturing relevant features and patterns related to LoS in domestic Ital-
ian tourism. Additionally, the relatively low RMSE values (2.05 and 1.09) suggested that
the predictions generated by the models closely aligned with the actual LoS, indicating
an accurate representation of the underlying data patterns and trends.

These findings have practical implications for policymakers in the tourism industry.
The proposed predictive models utilizing 128 dummy variables enable the estimation of
tourists’ LoS by inputting binary values based on the characteristics of the target tourist
population. Specifically, by entering 1 where the conditions of the tourist whose LoS is
to be predicted are met and 0 where they are not, these models provide a prediction
regarding their stay. In contrast to traditional linear models that often yield unsatis-
factory results, the accurate prediction of tourists’ LoS achieved using machine-learning
decision tree models can significantly inform and guide
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