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In 2012, a comprehensive historical and genealogical discussion of correspondence analysis was published in Australian and New Zealand Journal of Statistics. That genealogy consisted of more than 270 key books and articles and focused on an historical development of the correspondence analysis, a statistical tool which provides the analyst with a visual inspection of the association between two or more categorical variables. In this new genealogy, we provide a brief overview of over 30 variants of correspondence analysis that now exist outside of the traditional approaches used to analyse the association between two or more categorical variables. It comprises of a bibliography of a more than 300 books and articles that were not included in the 2012 bibliography and highlights the growth in the development of correspondence analysis across all areas of research.
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1 Introduction

Much has been said in the past on the development of correspondence analysis, most of which has simply treated it as being merely an “exploratory” technique for visualising the association between categorical variables. Despite this, there is an extensive amount in the literature which has highlighted the myriad of technical issues and have
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compared correspondence analysis with other aspects of statistics including Bayesian analysis (Braga et al., 2005; De Tibeiro and Murdoch, 2010) and the numerous categorical models that are available, including log-linear models, bilinear models, association models and correlation models; see, for example Van Der Heijden and De Leeuw (1985); Van Der Heijden et al. (1989). Irrespective of the varied perception of the need for, and utility, of correspondence analysis, it remains a valuable analytical procedure for understanding the (sometimes) complex association patterns that exist in categorical data. The varied history of its development is equally interesting and has been extensively documented by (Greenacre, 1989; Gifi, 1990; Nishisato, 2007; Kroonenberg, 2008; Beh and Lombardo, 2014). Bibliographies have also appeared that provide a list of the key papers concerned with the various issues of correspondence analysis. For example


provide a list of references that apply correspondence analysis or extend its theoretical development.

In addition to these bibliographies and the ever-growing number of papers that have been published using correspondence analysis since 2012, there has been an increasing number of texts beyond those described in that [4] describes. New books, or new editions of existing books, have recently been published that provide a mix of theoretical, practical and computational insight into the development of correspondence analysis. Some of the recent additions include those of


A Japanese translation of the six-chapter short book


by Kazuo Fujimoto (Sakushin Gakuin University) was published in 2015 and includes not just the translation of the book but also six additional chapters that highlight the use of the FactoMineR package in R to perform correspondence analysis; see


and http://factominer.free.fr/ for details on this package. The choice of this R package was made since it is amenable to Japanese characters. The six extra chapters also cover topics outside of its original source including the analysis of three-way data, multiple response tables and the link between correspondence analysis and log-linear models. An overview of the translation was presented at the 2015 conference “Correspondence Analysis and Related MEthods” (CARME2015) held in Naples, Italy. Another short 39-page text, aimed at archaeological researchers, is


Unlike the many new editions to the correspondence analysis literature, this contribution describes its implementation using PAST, not R. PAST – an abbreviation of PAleontological Statistics – was developed by Øyvind Hammer, David Harper and Paul Ryan and can be freely downloaded from http://folk.uio.no/ohammer/past. A comprehensive description of the programs functionality can be found by referring to its 277-page manual. However, a more concise description can be found in


New texts have appeared that dedicate substantial chapters, or sections, to discussing various aspects of correspondence analysis. Some excellent inclusions are


This paper complements the genealogy of 4 which discussed much of the early theoretical groundwork of correspondence analysis focusing on key measures of association; some of which are accredited to the most imminent and influential statisticians of the early 20th century, including Pearson, Fisher, Yates and Yule. Much of this groundwork focused on finding the “best” scaling of the categories while maximising the association between the variables. In fact, on page 371 of his essay on scaling,


says

One of the fundamental requisites of any scaling procedure is that a distribution of scores calculated . . . should exhibit a significant amount of variability. . . . In general, then, the most unsatisfactory scaling procedure conceivable is one which results in identical scores for all persons measured

Early rigorous mathematical derivations for determining the “best” scaling was undertaken by


In fact, [18, p. 372] also commented that Thurstone “derived a set of equations very similar to those of Hotelling and for the same purpose”. So, it was from this groundwork that scoring methods for categorical variables began to blossom. One of the most influential proponents of this area of statistical research at the time, and one that was made independently of Hotelling and Thurston’s contributions, was


Since these early days, exploring the association between categorical variables, whether it be through purely numerical means or more graphical approaches, has blossomed and correspondence analysis lies at the heart of the visual tools for doing so. This has resulted in various synonyms being used for the term “correspondence analysis” (including dual scaling, optimal scaling, reciprocal averaging, homogeneity analysis and correspondence
factor analysis). In this paper we explore the genealogy of correspondence analysis by providing a brief overview of the many variations that now exist in the literature. All these variations have one common thread – scaling the categories according to some criteria applied to the scales and/or the association.

2 Scaling Categorical Data

Before we discuss the various adaptations to the classical approach to correspondence analysis we need to keep in mind that, at its heart, is the scaling of categorical data. Such scaling involves identifying scores (on a continuous scale) that capture the variation between a set of variables as well as the association between them. There are many different ways in which categorical data can be scaled, some of them are known under different names but are effectively lead to the same solution. This is an important issue in correspondence analysis since, once a scaling has been made on a variable, a visual interpretation of the association between the variables can be made. How these scales (also called scores) is one of the core foundations of correspondence analysis.

Like many others, [4, 5] describe the origins of correspondence analysis and noted that its name is derived from the English translation of analyse des correspondence adopted by Jean-Paul Benzécri. However, with the technique having its origins lying in various places around the globe, it is also known under different names which stem from different ways of viewing the data but lead to the same solution. There are many ways of determining the scales for the categories of a two-way or multi-way contingency table which lead to scaling obtained from performing correspondence analysis. Nishisato (2007) and Tenenhaus and Young (1985) provide excellent technical summaries of the most popular approaches; Tenenhaus and Young (1985) demonstrated the equivalency of these techniques for multiple variables by showing that virtually all scaling approaches lead to the singular value decomposition of some (common) matrix of association. From this decomposition, the singular vectors serve as the scales (or scores) of interest.

We shall not provide an account of the technical features shown in Tenenhaus and Young (1985). Instead we provide a brief overview of some of the key contributions. In Section 3, we expand upon our scaling discussion and describe the evolution of the graphical features which have made correspondence analysis a very versatile tool for the data analyst wishing to explore the association between their categorical variables.

2.1 Optimal scaling

While much of the ground work to scaling categorical data had been undertaken early in the 20th century, one such approach referred to as optimal scaling was discussed by

and is so named since the categories are scaled by optimising (maximising) the association between the variables. This method of scaling was later elaborated upon by the same author in


Further developments under the guise of optimal scaling were made by


These references focus on the scaling of nominal categorical variables but many including


developed some of the first “optimal scaling” strategies for ordered categorical data.

2.2 Reciprocal averaging

The introduction to correspondence analysis of [5] is from a perspective whereby the scores for the row and column categories are found by reciprocating (moving between) two linear combinations of (weighted) averaged scales. Such an approach is therefore referred to as “reciprocal averaging” and its origins were discussed by


with the term “method of reciprocal averaging”, or more simply “reciprocal averaging”, adopted “for convenience” by [18, p. 370.]

These authors [18, 31] did not discuss this procedure from a mathematical perspective, instead discussing it from a psychometric point of view. Interestingly Horst appears
to have not been aware of Richardson and Kuder’s work, instead reflecting upon the contributions of Hotelling and Thurstone (as described above). The key statistical link between reciprocal averaging, correspondence analysis and the English literature was that of


with others, such as


contributing to this area of research.

Hill’s approach is based on Whittaker (1967) gradient analysis of categories and identifies scores for each category of two categorical variables, while maximising the correlation between them. Given the biological emphasis of Hill’s articles, further publications on reciprocal averaging that appear in the biological area of research include those of


Further mathematical developments of reciprocal averaging, in line with the dual scaling approach to scaling, were made by
2.3 Dual Scaling

Another early form of scaling from which the solution to correspondence analysis rests is that of “dual scaling”. Essentially, this involves simultaneously scaling two spaces (a row space and column space) yielding a technique that determines simultaneously scales two variables. This approach was first thoroughly discussed in


and was also extensively discussed in two further books of his:


While the mathematical description of dual scaling leads to the same solution that is obtained for scoring categories using reciprocal averaging or any other synonymous technique, where dual scaling differs from correspondence analysis (and its related methods) is that there is no visual component to the analysis. While this philosophy may be at odds with the traditional (and French influences of) correspondence analysis approach, [44] dedicates a whole chapter (Chapter 14) to providing rationales as to why a visual display is not helpful. To help illustrate this point, one may refer to


for a measure of “badness” of a graphical display. Nishisato [45, p. 61] explains that his influence for not adopting a visual inspection of the association is due to a letter he had received from Michael Browne in June 1976. Browne also drew to Nishisato’s attention that optimal scaling was mathematically equivalent to the French approach of correspondence analysis and said

Browne’s view that the mathematical justification of plotting rows and columns together was not sound
and that this deeply affected Nishisato . . . who consequently refrained from using graphical displays.

Other issues raised by Nishisato, and his colleague José Clavel, on the visual display from a correspondence analysis can be found by referring to


Further insights into dual scaling and its links to correspondence analysis can be found by referring to the extensive list of publications of Nishisato and his colleagues, as well as, for example,


For an excellent overview of these, and other, techniques we direct the reader to


2.4 Pre-Visualisation

Before the impact of Benzécri’s contributions, much of the literature concerned with the scoring of categorical variables was inherently one-dimensional, including those of reciprocal averaging and dual scaling. In fact, (Greenacre, 1984 p. 11) says of dual scaling that it

... is concerned with deriving numerical scores for categories with certain properties, a method pioneered by Guttman. No geometry of such scores is mentioned or intended in this framework and the results are not reported in the form of graphical displays. Neither is the framework specifically multidimensional, but rather a sequence of one-dimensional frameworks. This distinction is an important one and should also be mentioned in the case of reciprocal averaging. . . . By contrast, correspondence analysis, as we know it, derives a set of multidimensional “scores” with a well-defined and intentional geometric interpretation.

So, with all the groundwork of modern day correspondence analysis laid down in the 1950’s and 1960’s how did the term come about? None of the initial techniques developed were close in name to correspondence analysis. As described in [4] and elsewhere, the term “correspondence analysis” was not used until at least 1973 and is an English translation of the title to the two-volume work by Jean-Paul Benzécri’s L’Analyse des Données where the geometric features of the analysis were discussed. Thus, Benzécri is often considered to be the “father” of correspondence analysis. It is his influence that has greatly impacted on how correspondence analysis has flourished – in particular, by
those in France, The Netherlands and Italy. However, the very essence of what correspondence analysis “is” can also be traced back to the Japanese school of data analysts lead by Chikio Hayashi with the 1952 paper


An account of the influence of Hayashi in this area of statistics, and others, can be found by referring to


A great example of Hayashi’s influence in the development of correspondence analysis include that of


who note that


was probably the first real application of multiple correspondence analysis. See also


for a description of the common threads shared between the contributions of Hayashi and Benzécri to data analysis. Following the death of Prof Hayashi in 2002, Noboru Ohsumi reflected in the December 2002 issue of the International Federation of Classification Societies (IFCS) newsletter that when Benzécri and Hayashi met for the first time in 1979, Prof Benzécri said

I was surprised that, of all places, it was the Far East where there was a researcher who had come up with the same ideas as me, and quite clearly earlier than I had

with Hayashi stating
Professor Hayashi insisted that although there were similarities in equations and formulation, the basic ideas and philosophies behind were different.

Hayashi’s influence in statistics is recognised with the Chikio Hayashi Awards (CHA) which are awarded by the IFCS for the most promising early career researchers aged 30 - 35 years who make contributions to classification and data analysis.

2.5 A Glimpse into Data Visualisation through the Biplot

Once scaling of the variables has been undertaken, the matrices of these scales can be used to visualise the association between the variables. There are a variety of different ways in which a visual summary can be obtained. Traditionally, the row and column scales are weighted to yield what is commonly referred to as principal coordinates and the joint visual representation of these coordinates is called a correspondence plot – there is plenty in the literature on the definition and application of these coordinates and how to visualise the association using correspondence analysis; see, for example (Greenacre, 1984, pp. 88 - 89) and [5, Section 4.5.2]. An alternative method of visualising the association between categorical variables using correspondence analysis is through the biplot. While the biplot were first described by Gabriel (1971), it may now be considered the most utilised new feature of correspondence analysis for at least the last decade. This, in part, can be accredited (in our view) to the books of Greenacre (2010) and [16]. The following examples provide a glimpse into the different types of biplots that are now available, and their use in correspondence analysis and methods related to it:


3 The Correspondence Analysis Family Tree

Now that we have provided some insight into the early development of correspondence analysis and its visual links with the biplot, we now turn our attention to describing some of the various procedures that fall within the family of correspondence analysis techniques. Others have also provided a list of variations to correspondence analysis that have been proposed in the past. For example, Nishisato, 2007 (Chapter 3) provides an excellent overview of what he refers to as MUNDA (multidimensional nonlinear descriptive analysis) techniques. In his chapter, Nishisato also includes a “plethora of aliases” that list 52 techniques which include the biplot, the generalised biplot, reciprocal averaging, optimal scaling, dual scaling, correspondence analysis and three-way correspondence analysis. Beh and Lombardo [5, Section 1.6.3] list of 33 members of this family tree and, based on new contributions described at the CARME conference held in Naples, Italy, in 2015 this particular tree can now add another four members to its branches. Here we expand upon this list by providing a brief description of these techniques with reference to more than 200 articles. Some of these references, especially those that propose the earlier variations of correspondence analysis, are also referred to in [4]. Some of these techniques are extremely well established in the correspondence analysis literature, some have yet to gain any form of attention from the statistical and allied communities.

3.1 Foucart’s Correspondence Analysis

One of the earliest variations of correspondence analysis, and one that is not well known, is Foucart’s correspondence analysis. Not much appears in the English literature on this early variant although it originally appeared in


and was focused on the social sciences. This member of the family involves the simultaneous correspondence analysis of multiple contingency tables where the row and column variables of each table are the same. Foucart’s correspondence analysis is performed by first calculating the matrix of cell proportions for each table then finding the “mean” contingency table, also referred to as a reference matrix – classical correspondence analysis is then performed on this reference matrix. Thankfully, the foucart function in the R package ade4 provides the analyst with a means of performing this variant of correspondence analysis; see [143] for more on this function. Recent applications of Foucart’s correspondence analysis in the ecologically related disciplines can be found by referring to

3.2 Canonical Correspondence Analysis

Another member of the correspondence analysis family that developed early as a result of its exposure to those within the ecological fields was that of canonical correspondence analysis (commonly abbreviated to CCA). The original technical development of CCA was described by


who was motivated by analysing presence/absence (or 1/0) data given some environmental factors that are taken into consideration. While classical correspondence analysis generally assesses the departure from complete independence of the cell frequencies in a contingency table, CCA assumes that the expected cell frequencies are modelled by a "Gaussian" log-linear model in terms of the row and column scores (to be estimated) thereby incorporating external, or ancillary, information about the categories that standard correspondence analysis techniques do not consider. By incorporating this feature, CCA has grown in popularity in the ecology. Further discussions, and applications, in this area have been described in, for example,

For an excellent discussion of CCA, and of correspondence analysis in general in ecology, refer to


In R, canonical correspondence analysis can be performed the package anacor


The package vegan also performs this variant of correspondence analysis. See


or Jari Oksanen’s website http://vegan.r-forge.r-project.org/ for more details and tutorials on how to use the package and a positive review of the package by


3.3 Detrended Correspondence Analysis

One of the features of performing the classical approach to correspondence analysis is that sometimes the configuration of points that one obtains from visualising the association has what is referred to as the “arch effect”, also known as the “horseshoe effect”
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(Kendall, 1971). This is where the configuration of points has a pattern that looks like an arch, or horseshoe. Some have felt that this is a problem and so consider an approach aimed at removing the arched “trend”, or to “detrend” the arch. Hence a variation of correspondence analysis that “detrends” the arch/horseshoe effect is referred to as detrended correspondence analysis (commonly abbreviated to DCA). One approach was proposed by


who proposed dividing the first axis of the graphical display into segments and centring the configuration of points according to the mean of each segment, thereby removing the “trend”. There has been much speculation about whether such detrending is necessary (some see it merely as an “artefact” of the analysis) and so its usage has been long debated. Regardless of where one stands on the issue, DCA continues to be extensively used. See, for example,


In R, detrended correspondence analysis can be performed using the `decorana` function in Jari Oksanen’s `vegan` package. For details, see


### 3.4 Non-Symmetrical Correspondence Analysis

While some variations of the classical approach to correspondence analysis were spawned because of the necessity of complexities arising from the data being analysed, one member of the family arose out of the necessity to generalise the type of association being considered. While, correspondence analysis generally considers categorical variables to be symmetrically associated (where, for two variables, neither variable is treated as a response variable to the other) and involves the partition of Pearson’s chi-squared statistic, there are practical situations where the structure of two categorical variables may naturally be treated such that one variable is the predictor variable and the other is treated as the response variable. Such an association is commonly described as being asymmetric and the variant of correspondence analysis that accommodates this variation is called non-symmetrical correspondence analysis (commonly abbreviated to NSCA). Originally developed by


this variant is carried out by partitioning the Goodman-Kruskal tau index (Goodman and Kruskal, 1954) and its development and application has grown steadily over the past 30 years. This growth has been especially due to the ongoing developments by Italian statisticians, and their international teams, who have focused on examining the asymmetric association of variables in two-way and higher-way contingency tables. One may refer to, for example, the following contributions that describe the theoretical and practical development of NSCA:


Suppose we consider the case where, for classical correspondence analysis, we have two categorical variables, A and B. There may be an ancillary variable, C, that is related to both A and B, such as the gender of a person, their age group, or region in which they live. To gain an understanding of the association between A and B, the ancillary variable can influence this association. Therefore, the aim of partial correspondence analysis is to explore the association between the variables of interest by eliminating the impact of the ancillary variable. Such a variation of correspondence analysis was proposed by


and it has since been developed in the context of other variants of correspondence analysis. For example, one may consider the *partial canonical correspondence analysis* technique of


while


extended the idea of partial correspondence analysis to the analysis of multiple categorical variables; such an extension is referred to as *partial multiple correspondence analysis*. Here, the aim is to eliminate the impact of a single ancillary variable when visually studying the association between multiple categorical variables. Similarly, when there exists an asymmetric association between two categorical variables, the impact of an ancillary variable may be eliminated through *partial non-symmetrical correspondence analysis* described by


Applications of these partial versions of correspondence analysis include, for example,


3.6 Residual Correspondence Analysis

Broadly speaking, the heart of correspondence analysis lies in assessing the difference between the observed cell frequencies from what is expected if the variables are independent. Therefore, many variations of correspondence analysis use Pearson’s chi-squared statistic as the preferred measure of association between the variables. However, models of a more general nature than independence can be considered. For example, one may estimate the expected cell frequencies using a log-linear model, association model, correspondence model or correlation model. Thus, correspondence analysis can be modified to assess the departure of the observed cell frequencies from its expected cell frequency under the chosen model. That is, an analysis of such residuals using correspondence analysis provides a graphical goodness-of-fit procedure and is referred to as residual correspondence analysis. One may refer to, for example, the following papers for a discussion of various technical and practical aspects concerned with this member of the correspondence analysis family:


3.7 Decentred Correspondence Analysis

Another variation of correspondence analysis that was developed, and applied, within the ecological disciplines is decentred correspondence analysis. For some phenomenon it may be well understood how a particular categorical variable is observed in a population. Therefore, rather than considering the observed marginal proportions from the sample being analysed, this variant of correspondence analysis substitutes these observed proportions with weights (summing to 1) that reflect the understood phenomenon. Therefore, decentred correspondence analysis “decentres” the analysis for the variable where the observed marginal proportions are replaced. The technique was originally proposed in the study of fish communities in the upper Rhône River of France by
3.8 Joint Correspondence Analysis

The most common way of analysing more than two categorical variables is to transform the multi-way contingency table so that it is of a two-way form. The two most popular ways of doing this is to convert the multi-way table into an indicator matrix (of 0’s and 1’s for presence/absence of an observation in a particular category) or into its Burt matrix (a super-diagonal matrix comprising of two-way sub-matrices for each pair of variables and, along the diagonal of the Burt matrix, diagonal matrices summarising the marginal information of each variable). It must be pointed out that there exists an alternative approach to multiple correspondence analysis that may be used to visually analyse the association between the variables of a multi-way contingency tables. Such an approach is referred to as multi-way correspondence analysis and the interested reader is directed to, for example, Kroonenberg (2008) and [5, Chapters 10 & 11] for more details on this variant. There are key differences that make multiple correspondence
analysis and multi-way correspondence analysis distinctive. One such difference is that, unlike multiple correspondence analysis, multi-way correspondence analysis treats the data in its “cubed” form. That is, multi-way correspondence analysis considers not only bi-variate associations structures that may be present in the contingency table, it also considers higher order (tri- and multi-variate) association structures among variables, since it does not consider the classical singular value decomposition of two-way matrix, but its multi-way generalisation (Tucker, 1966).

One of the drawbacks of performing multiple correspondence analysis using the Burt table is that the quantity used to assess the association is inflated due to the presence of the matrices along the diagonal of the Burt matrix. To account for this


proposed an iterative way of removing these diagonal matrices from the analysis thereby stabilising the association. Such an approach is referred to as joint correspondence analysis (or, simply, JCA). Additional drawbacks of performing multiple correspondence analysis were also described by


JCA was further described, and developed, by


JCA can be performed using the code outlined in the appendix of [171]:

This variant can also be performed using the \texttt{mjca} function in (Nenadić and Greenacre, 2007) \texttt{R} package \texttt{ca}. For an update on the details on this package, see


3.9 Fuzzy Correspondence Analysis

As we described in Section 4.8, one way of performing a correspondence analysis of multiple categorical variables is to construct an indicator matrix with 0/1 elements. A value of 1 is in place for an individual that exhibits a categorical characteristic while a zero is assigned if this characteristic is not observed. However, sometimes it is not always clear whether a characteristic is observed or not and so fractional, or fuzzy coding, is performed. That is, rather than a 0 or 1 for the categories (so that for each variable, the total score is 1), a score of 0.8 for one category and 0.2 for another may be assigned. Such a strategy is very helpful for intervalised data where there is uncertainty as to which interval an observation belongs. While this is a broad view of the variant, performing correspondence analysis in this way is referred to as \textit{fuzzy correspondence analysis} and is a special case of \textit{multiple correspondence analysis}. There are several ways in which fuzzy correspondence analysis may be applied and one may refer to the following literature for examples of the application of this variant:


Fuzzy correspondence analysis can be performed using the dudi.fca function in the \texttt{R} package \texttt{ade4}; see [143] for more details on this package.

3.10 Internal Correspondence Analysis

A variant of the classical correspondence analysis approach referred to as internal correspondence analysis was proposed by


This approach considers the case where, for an $I \times J$ contingency table, the $I$ rows are partitioned into $L$ groups. Similarly, the $J$ columns are partitioned into $K$ groups. Thus, we have $LK$ sub-tables each of size $L_m \times K_n$ for $m = 1, 2, ..., L$ and $n = 1, 2, ..., K$. For further developments, and applications, of how these sub-tables can be analysed using internal correspondence analysis refer to


Internal correspondence analysis can be performed using the \texttt{witwit.coa} function in the R package \texttt{ade4}; see [144] for more details on this package.

### 3.11 Grade Correspondence Analysis

Over the past 20 years a little known, and understood, variation of correspondence analysis has appeared, predominantly in the Polish literature. Originally proposed by


their approach, referred to as \textit{grade correspondence analysis}, maximises the association between the variables using Spearman’s correlation coefficient and not Pearson’s statistic as is typically done. Therefore, rather than considering singular vectors from the SVD of a matrix (typically whose elements are standardised residuals of the cell proportions under the Poisson distribution) grade correspondence analysis considers instead “grade
regression variables”. The technique is performed by calculating these variables and iteratively permuting the rows and columns until the elements of Spearman’s correlation is maximised. Further technical and practical descriptions of this variant can be found in


3.12 Weber Correspondence Analysis

The traditional approach to scaling categorical data, and hence performing correspondence analysis, involves finding row and column scores so that the weighted sum-of-squares of the Euclidean distance between these points in a correspondence plot is minimised. Rather than considering the weighted sum-of-squares of these distances, one can consider instead their weighted sum as discussed by


which he described it as the reciprocal location problem; the term reciprocal is used to reflect the interrelationship between the row and column points (often described through transition formula), while location is used to reflect the characteristics of some monotonically increasing function of the Euclidean distances. This latter term is consistent with the 1909 Weber problem (see Weber, 1929, for an English translation). More on this variant to correspondence analysis can be found by referring to


which the authors refer to it as Weber correspondence analysis.

3.13 Taxicab Correspondence Analysis

To perform the dimension reduction required in correspondence analysis, typically singular value decomposition (SVD) is the preferred option. An alternative method of decomposition is to use taxicab singular value decomposition (TSVD) which involves minimising the Manhattan, or equivalently $L_1$ norm, distance between two points rather than their Euclidean distance. Its implementation to correspondence analysis was first made by


who termed it taxicab correspondence analysis. Refinements of this variant of correspondence analysis include those of

The development of taxicab correspondence analysis has seen it evolve to other variants. For example, *taxicab non-symmetrical correspondence analysis* has been discussed in


while *multiple taxicab correspondence analysis* was described by


Some applications of these variants include

Taxicab correspondence analysis can be performed using the \texttt{tca} function in the \texttt{TaxicabCA} package. For details, see \cite{Allard2018}.

3.14 Focused Correspondence Analysis

Focused correspondence analysis is a variation of correspondence analysis that appears very obscure and so is worth a brief mention. A description of the technique is outlined in

\cite{Rosario2003}

Several presentations can be found on the internet that provide an overview of this approach. For example, one may refer to the presentation from the INFOVIS2003 conference:

\cite{Ward2003}

In the notes to these slides, it is mentioned that focused correspondence analysis is performed by analysing one variable at a time and “using only the variables that are most associated with the target variable”. Mention is even made to cascaded focused correspondence analysis where “the results of the initial focused correspondence analysis can be used in succeeding analyses”

3.15 Over-dispersion in Correspondence Analysis

The traditional approach to correspondence analysis involves quantifying the association using Pearson’s chi-squared statistic. Partitioning this statistic is how a visual interpretation of the association is then produced. However, using this statistic assumes that the cell frequencies of the contingency table being analysed are Poisson random variables so that the expectation and variance are equivalent. Agresti (2002) and Haberman (1973)
demonstrate that the variance is always at least as big as the expectation – in which case the data in the contingency table exhibit over-dispersion. There are several strategies that may be considered to overcome this problem including that of


Another strategy is to make use of variance stabilising transformations. One such transformation was proposed by Freeman and Tukey (1950) and the resulting variant of correspondence analysis is called “Freeman-Tukey” correspondence analysis (or, simply, FTCA). While [5, Section 9.3] provided a very brief (skeletal) introduction of this variant,


described in far greater detail (including its links with association and correspondence models) the variant and explored its application to large, and sparse archaeological data. While such an approach deals with the instability in the variance, it also has the advantage that two row (or column) points in a low-dimensional space are separated by the Hellinger distance (rather than the Euclidean distance), a feature advocated in the correspondence analysis literature by


3.16 Inverse Correspondence Analysis

Another interesting variation of correspondence analysis was proposed by


As their title suggests, their approach is referred to as inverse correspondence analysis. They considered the problem of identifying the set of possible contingency tables that can be obtained from a low-dimensional plot. Thus, their variation involves identifying all possible contingency tables from a plot, rather than the more classical position of obtaining a unique plot from a given contingency table.
3.17 Parametric Correspondence Analysis

A generalised approach to correspondence analysis, called *parametric correspondence analysis*, was proposed by


Under the classical approach to correspondence analysis, the squared distance between two row (or column) points in a correspondence plot is Euclidean. However there have been proponents for the use of the Hellinger distance [228, 229, 230]. So, to accommodate the use of Hellinger distances into the classical approach, a generalisation made by [233] was proposed by introducing a parameter whose choice of value would determine the nature of the distance being depicted.

3.18 Subset Correspondence Analysis

Another variant of correspondence analysis is that of *subset correspondence analysis*, proposed by


This approach is applicable where there are multiple categorical variables and the analyst is interested in focusing on a selection, or “subset”, of them. Further details, and applications, on this variant can be found in


3.19 Symbolic Correspondence Analysis

Another more recent, and obscure, member of the family of correspondence analysis techniques is symbolic correspondence analysis. This variant was originally presented at CARME2007 in Rotterdam, the Netherlands by Oldemar Rodríguez (University of Costa Rica)


and was later discussed by Rodríguez at the XVIII SIMMAC (Simposio Internacional de Métodos Matemáticos Aplicados a las Ciencias) hosted by the University of Costa Rica in 2012; the presentation can be accessed at the URL http://www.youblisher.com/p/264843-Correspondence-Analysis-for-Symbolic-Multi-Valued-Variables/. The developments made in symbolic correspondence analysis were also elaborated upon by


Broadly speaking, this variant is performed on a contingency table where, instead of analysing cell frequencies, intervals of possible values for each cell are considered. Note that such a table is not strictly a contingency table but was referred to as an interval contingency table by [244] and [245], while [245] referred to this variant of correspondence analysis as interval algebraic correspondence analysis. See also
for more details on this variant. Symbolic correspondence can be performed using the sym.cfa function in the R package RSDA:


3.20 Discriminant Correspondence Analysis

While the aim of correspondence analysis is to visualise the association between categorical variables, a variant called discriminant correspondence analysis aims to cluster the categories into pre-defined groups. These groups may be identified by the label of the variable and the groups consist of those categories that define the variable. A technical, and practical, examination of this variant can be found by referring to


Once a correspondence analysis is performed on the groups, discriminant correspondence analysis treats the grouped categories as supplementary points. Discriminant correspondence analysis can be performed using the R function tepDICA in the TExPosition function. It can also be performed using fast_dca in the svs package. For details, see

3.21 Regularised Multiple Correspondence Analysis

Multiple correspondence analysis, like its two-way version of simple correspondence analysis, is commonly used to visualise the association between two or more variables. Therefore, its focus is rarely concerned with the inferential aspects of data analysis. Despite this, bootstrap solutions have been proposed (which we will not get into here). One variant of multiple correspondence analysis that provides inferences on the nature of the association is regularised multiple correspondence analysis, a technique proposed by


This variant maximises the association between multiple categorical variables by incorporating a diagonal matrix consisting of a ridge parameter that is then added to the Burt matrix prior to the application of singular value decomposition; see, for example, [254; Equation (11.11)]. Such an approach is conducted through bootstrap resampling and further information on it can be found in


Nienkemper, J. (2013). Regularised Iterative Multiple Correspondence Analysis in Multiple Imputation. Master’s Thesis, University of the Free State, Bloemfontein, South Africa.


A regularised non-symmetrical correspondence analysis variant was proposed by


Regularised correspondence can be performed in R using the package denoiseR. For details, see


3.22 Log-Ratio Correspondence Analysis

Rather than performing a correspondence analysis on a contingency table by considering the difference between the observed frequencies and their expected values (typically, under independence), an alternative approach is to utilise the Box-Cox transformation. In doing so, one can effectively analyse the logarithm of the cell frequencies and perform a log-ratio correspondence analysis first proposed by


and subsequently discussed in


More on the link between log-ratio analysis and correspondence analysis was described by [232].

3.23 Co-Correspondence Analysis

Another variant of correspondence analysis that has been adapted for the ecological disciplines is co-correspondence analysis put forward by

With its development of this variant being made in the context of research undertaken in the ecological disciplines research, this area of research has some application appearing in the literature, including


Co-correspondence analysis can be performed in R using the cocorresp function in the recently uploaded 2016 cocorresp package and depends on using at least version 2.2-0 of vegan. For more details on vegan see [105, 106, 107, 121] while


3.24 Partial Least-Squares Correspondence Analysis

A variant of correspondence analysis called partial least-squares correspondence analysis (PLSCA) was proposed by


PLSCA considers the analysis of two categorical variables coded in disjunctive form that describe the same set of I observations with J and K category, respectively. Like simple correspondence analysis, PLSCA analyses the contingency table related to the two variables, although it does so differently. Broadly speaking, this difference may be simply described as follows. Correspondence analysis centres the contingency matrix by subtracting from the observed counts their expected value under independence. PLSCA
does not centre the contingency table but when computing the contingency table, it normalises the two indicator (disjunctive) matrices by centring them at their mean and dividing by their variance (in much the same way as is done with principal component analysis for numerical data). PLSCA then performs an SVD the contingency table computed by the product of these normalised indicator matrices. PLSCA can be seen as an extension of CA and also as a generalisation of the partial least squares method for analysing correlation (Krishnam et al., 2011). An advantage of this variant is that it has inferential characteristics that make use of bootstrap, permutation and chi-squared tests. More information on this variant may be found by referring to


Partial least-squares correspondence analysis can be performed using the R function `tepPLSCA` in the TExPosition function; see [254] for more details on this package.

An earlier version of a variant referred to as partial least squares correspondence analysis appeared in the chemometrics literature. See, for example


who invited the reader to consider


for a mathematical description of the technique.

### 3.25 Canonical Non-Symmetrical Correspondence Analysis

A variant of canonical correspondence analysis (described in Section 3.2) that takes into account the asymmetric association structure between categorical variables was proposed by

which, as the title of their paper suggests, is referred to as canonical non-symmetrical correspondence analysis. Like non-symmetrical correspondence analysis (described in Section 3.4), this variant assumes that the expected cell frequencies are modelled by a “Gaussian” log-linear model in terms of the row and column scores (to be estimated). The difference between this approach and the one described in Section 4.2 is that canonical correspondence analysis uses asymmetric measures of association (like NSCA does) to quantify the magnitude of the association instead of using Pearson’s chi-squared statistic. One may consider the following references for a technical, computation and applied description of canonical non-symmetrical correspondence analysis:


3.26 Generalised Correspondence Analysis

With the increasing number of variations of correspondence analysis being developed over the past few decades, attempts have been made to provide a general framework which includes many of them as special cases. For example


provided an algebraic generalisation that included the traditional approach, non-symmetrical correspondence analysis and “Freeman-Tukey” correspondence analysis [227] as special cases. Their generalisation also incorporates a variety of different plotting options including those of [71, 76, 80] and fits into a framework that allows for ordinal and/or nominal categorical variables to be analysed.

Other methods for generalising correspondence analysis have been proposed. For example,


focus on showing how viewing correspondence analysis from a variety of perspectives leads to similar row/column scoring solutions.

3.27 Ordered Correspondence Analysis

Much of the attention given to the development of correspondence analysis, including those variants described above, have been tailored to variables consisting of nominal categories. However, in many practical situations it may be clear, or desirable, for the analyst to collect data based on categories that are ordered. To obtain row/column scores for ordered categorical variables, one may consider any of the following in the literature


These approaches generally enforce, along a chosen axis of a correspondence plot that the order structure of the categories be reflected by the ordered position along that axis. Usually the constraint is imposed upon the first axis so that the order of the categories is visually summarised from left to right on the correspondence plot. Such an imposition of the coordinates relating to the ordered points may not necessarily reflect the true nature of the association. An alternative strategy is to score the categories using orthogonal polynomials and obtain generalised correlations rather than singular values. Such a variant of ordered correspondence analysis, based on the partition of Pearson’s chi-squared statistic by Lancaster (1953), was originally made for the analysis of two symmetrically associated categorical variables by

This variant has subsequently been further refined, applied and extended for non-symmetrical correspondence analysis and the analysis of multiple variables by [5; Chapters 6, 7 & Section 10.8] and


In R, this variant of correspondence analysis can be performed using the functions outlined in [5, 142, 143] and are loosely based on the SPLUS functions described in


Another approach to performing correspondence analysis on a contingency table consisting of ordered categories is using the cumulative chi-squared statistic of Taguchi (1966). For a description of this ordered variant refer to


3.28 Linearly Constrained Correspondence Analysis

Often, when performing a multiple correspondence analysis on categorical data, there may be additional information available for at least one of the variables. Such constraints are imposed for the indicator matrix of each variable by specifying a matrix of constraints for the rows (individuals) and columns (categories). If no constraints are to be imposed, then these matrices are just identity matrices. One such case is to let the components be linearly constrained with respect to the matrix of relative marginal frequencies of the variable(s) being constrained leading to linearly constrained correspondence analysis. For a mathematical description of this variant in the context of two-way (simple) correspondence analysis and multiple correspondence analysis the reader is direct to


A linearly constrained non-symmetrical correspondence analysis variant was described by

Further constrained approaches to correspondence analysis have also been proposed. See, for example,


3.29 Additional Variants

The articles that we refer to in the previous sections give us only a glimpse into the types of variants of correspondence analysis that is traditionally used to analyse data. There are other types of analysis including what is called semi-supervised detrended correspondence analysis by


although there is very little known about the ongoing development and application of this variant. Another variant is multi-block discriminant correspondence analysis proposed by


Yet another, more recent, variant of correspondence analysis is cluster correspondence analysis which was discussed by


In R, this variant can be performed using the clusmca function in the clustrd package:
An alternative, and earlier, variant of cluster correspondence analysis may also be considered by adopting the method proposed in the geographical sciences by


There are other members of the correspondence analysis family tree that have been described but have not yet appeared in the literature. At the CARME2015 conference, three additional variants of the technique were discussed. They were disjoint multiple correspondence analysis, fragmented correspondence analysis and multinomial correspondence analysis, and were described by


[335] LEBART, L. (2015), About fragmented correspondence analysis of texts (variations on the “Inaugural Address” corpus), Presented at CARME2015, Naples, Italy.


respectively. Although an alternative approach to the variant multinomial correspondence analysis seemed to have existed prior to 2015. See


4 Discussion

As we have highlighted here, the development of correspondence analysis has undergone radical changes since it first came to the attention (albeit, slowly) of the statistical and allied communities. Except for a few key places (especially in Europe), the technical
development of correspondence analysis within the statistical community has been relatively glacial (when compared with developments made in other areas of statistical research); this is especially the case in Australia and New Zealand where much of the perception of correspondence analysis seems to be centred on it being purely a “descriptive” approach to data analysis. Also, since correspondence analysis is (incorrectly) largely perceived to be unrelated to the modelling and inferential issues concerned with categorical data analysis in this part of the world may also explain its relative obscurity. Despite this, the types of analyses being proposed is certainly on the rise. Some involve tweaks to existing variants while others address more fundamental statistical and analytical questions. These include, but are not confined, to the following issues:

• Typically, Pearson’s chi-squared statistic is used in correspondence analysis as the basis for quantifying the association between the categorical variables. However, other measures of association for two- and three-way categorical variables have also been incorporated into the analysis. For two variables, these include, the Freeman-Tukey statistic, the Goodman-Kruskal tau index while the Marcotorchino index (Marcotorchino, 1985), Gray-Williams index (Gray and Williams, 1981) and the Delta index (Lombardo, 2011) may be used for three or more variables; see, for example [5; Chapter 11] for details. Traditionally, when examining the association between the variables of a contingency table, it is often assumed that the nature of the association is symmetric. However, there may be practical reasons to consider an asymmetric structure so that one categorical variable is treated as a predictor variable and another is a response variable. This structure underlies non-symmetrical correspondence analysis and its related methods.

• How the association should be visualised has attracted a lot of attention over the decades. As we have discussed in Section 2.3 there are even arguments for no visualisation to be made. Where a graphical summary of data is required, one may consider variations of plotting systems typically used in the classical approach to correspondence plot. These may include the biplot or even “detrending” an axis. Another approach that has proven to be controversial is to adopt a Carroll-Green-Schaffer plotting system; refer to Carrol et al. (1986, 1987, 1989) and Greenacre (1989) for the source of this controversy. We described this approach in [4, 5] and the interested reader is invited to consider the relevant literature described there.

• Depending on the choice of how to quantify the association between categorical variables, and the structure of the categories, one has a choice of determining how the matrix decomposition is performed. For nominal variables, singular value decomposition (SVD) is the most common method of obtaining the scores/components for each variable. When at least one categorical variable consists of ordered categories one may consider a bivariate moment decomposition (BMD) (Lancaster, 1953; Best and Rayner, 1996, 289) or a hybrid version of SVD and BMD (Rayner and Best, 2000; Beh, 2001) of the data. One may also consider any of the strategies for imposing linear constraints to incorporate auxiliary information in the decomposition.
• One of the key questions asked when analysing multiple categorical variables is how to go about performing a correspondence analysis. The most common approach is to transform a multi-way contingency table into a two-way matrix, typically either into its indicator matrix, Burt matrix or concatenation form (Khangar and Kamalja, 2017). However, in such a transformation is it possible to miss key aspects of the association since only two-way classifications are generally considered. That is, performing a correspondence analysis on a two-way transformation of a multi-way contingency table means truly tri-, quad- and multi-way association terms that reflect the simultaneous analysis of three, four and multi (respectively) variables are missed. For this reason, analysing the data in its multi-way form is advantageous. A simple example of this is where a correspondence analysis is performed on a three-way contingency table; a multi-way correspondence analysis treats the data in its "cube" form rather than converting it into its indicator matrix or Burt matrix form, thereby preserving any multi-variate association structure that may exist between the variables (Beh and Lombardo, 2019).

• Distances between points in a low-dimensional space are typically measured using the Euclidean distance, although variants have been adapted to measure them using Hellinger or Taxicab/Manhattan distances.

• The ongoing theoretical development of the foundations of correspondence analysis brings into the limelight some of the key features of a correspondence analysis, while still preserving the interpretation of the output in terms of something meaningful about the structure of the association in the data. This includes taking into consideration over-dispersion in count data, incorporating extraneous information for a variable, or a geographic location and mathematical properties (including, but not limited, to series expansions and the Box-Cox transformation).

• How to incorporate the structure of the categorical variable, whether it consist of nominal or ordinal categories, or a mix, has been a topic of ongoing research for decades now and has yet to gain the same level of attention as those variants and adaptations designed for the analysis of completely nominal categorical variables.

Aside from its ongoing technical development, correspondence analysis can be adapted for the ever-growing issues surrounding the analysis of "big data". The issue has been tackled by some although it has yet to gain traction amongst many. Those who have contributed in this area typically approach the problem from a neural network, biomedical or computer science perspective. See, for example,


To complement the ongoing technical development and any future movements to their application to “big data” one area of research worth considering is the adaptation of virtual reality technology to provide detailed, and an all immersive, visualisation of the structure of categorical association. The technology available to the consumer has been dominated by the gaming industry with the availability of affordable platforms including the Oculus Rift and HTC Vive that place virtual reality tools in the hands of people of all ages. With this growth in popularity, virtual reality has also attracted considerable attention for its potential usage in a variety of disciplines, including engineering (Hilfert, 2016), medicine (Moglia et al., 2016; Egger et al., 2017) and education (Merchant et al., 2014; Velev and Zlateva, 2017). One may also consider Niehorster (2017) who studied the benefits of virtual reality in performing scientific experimentation. As yet, it seems such technology has not yet gained the same level of attention in the data visualisation communities that lie within the statistics, and allied, disciplines. Irrespective of the what future development and growth of correspondence analysis is to come, it is sure to be exciting.
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