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This article is the first of a series devoted to providing a way to correctly
explore stock market data through kernel smoothing methods. Here, we are
mainly interested in kernel density smoothing, our approach revolves around
introducing and testing the goodness of fit of some non-classical kernels based
on probability density functions and orthogonal polynomials, the latter ones
are of interest to us when they are of order two and above. For each kernel, we
use a modified version of the “rules of thumb” principle in order to compute
a smoothing parameter that would offer optimal smoothing for a reasonable
computational cost. Compared to the Gaussian kernel, some of the tested
kernels have provided a better Chi-Square statistic, especially the kernels
of order 2 based on Hermite and Laguerre polynomials. These results are
illustrated using data from the Moroccan stock market.
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1 Introduction

1.1 General Introduction

Classical statistical methods are based upon parametric assumptions: it can be assumed
that the data obey a certain known distribution defined by one or more parameters, at
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least one of which is presumed to be unknown and must be estimated. However, the
studied process or population might not fit into any known distribution and by adopting
a parametric approach we can be led into making premises that are not coherent with
the data at hand. These wrong assumptions might cause inaccurate approximations of
the underlying statistical structure. Therefore, statistical methods which can be applied
without any regards to the actual distribution of data are needed; these techniques
consist in relying on the observations in order to estimate an unknown function belonging
to a certain class of functions.

In the next section we describe rapidly the problem that we are addressing through
nonparametric estimation then we give a short overview of how the studied approach
can be useful in the exploration, presentation and analysis of data.

In section 2, we discuss briefly the foundation of kernel density estimation then we
introduce the probabilistic and higher order kernels that we plan on using. Section 3 is
devoted to the bandwidth/smoothing parameter, we present a classical estimation tech-
nique before stating the formula that builds on the “rules of thumb” principle. Finally
in section 4, we proceed to some numerical experiments using some of the suggested
kernels then we use the Chi-Square test in order to assess the goodness-of-fit for each
kernel.

1.2 Nonparametric Density Estimation

Probability density estimation is one of the most fundamental problems in statistics.
Consider any identically distributed random variables whose common distribution is
absolutely continuous with respect to the Lebesgue measure on R, the problem of density
estimation is to estimate f , an unknown function from R to [0,+∞[. An estimator of
f is a function x −→ fn (x,X1, X2, ..., Xn) measurable with respect to the observations
X = (X1, X2, ..., Xn).

On one hand, the parametric approach to this problem is assuming that f belongs
to a known family {g (x, θ) : θ ∈ Θ}, where g(., .) is a given function and Θ is a subset
of Rk with a fixed dimension k independent of n. Then estimating f is equivalent to
estimating θ. On the other hand if such assumptions about f are ignored then we would
be dealing with a nonparametric approach where we usually assume that f belongs to
a massive class F of densities such as all the continuous probability densities on R. The
main point of the latter approach is to get rid of all the restrictions imposed by the
parametric methods, thus letting the data speak for themselves.

1.3 Kernel Smoothing In The Exploration And Presentation Of Data

In many contexts it is common to have at our disposal an important quantity of data
presenting a wild dynamic that needs to be explained or analyzed.

Kernel smoothing provides a reliable way of displaying data without any prior opinions,
its most simple use consists in graphically illustrating conclusions that might’ve been
reached by other means. It may as well be used for analyzing data in an informal way
in order to investigate important features such as multimodality, skewness, kurtosis,



402 Ouamaliche, Sayah

stochastic effect...This preliminary analysis can lead to some valuable conclusions or
point the way to some new paths of research. However, the real purpose of kernel
smoothing lies in the framework of simulations and forecasting for it makes a strong
forecasting tool that contributes toward improving in a significant way the predictability
of erratic processes behavior.

2 Kernel Density Estimation

2.1 General Overview And Error Measurements

General overview:

Let X be a random variable on R and for all Borel sets of R we can write
∫

Ω f (x) dx =
P (x ∈ Ω). As stated earlier, the task of nonparametric density estimation is to estimate
f from a random i.i.d sample {X1, X2, ..., Xn}.

Kernel density estimation is a way of carrying out this task, the simplest idea of a
kernel estimator is to retrieve the cardinal of the observations that fall into a certain
interval centered at the point where we wish to estimate the density:

f̂n (x) =
1

n

n∑
i=1

1

2h
1 (x− h ≤ Xi ≤ x+ h) (1)

We can rewrite (1) as:

f̂n (x) =
1

nh

n∑
i=1

K0

(
Xi − x
h

)
(2)

Where

K0 (u) =
1

2
1 (−1 ≤ u ≤ 1) (3)

The function K0 is called the kernel function. Nevertheless, kernels are not restricted
to the example given in (3) since all functions K : R −→ R satisfying the condition∫
K (u) du = 1 can be considered as kernels even though we can add some restrictions

concerning symmetry and non-negativity by imposing some conditions on the kernel
moments µi, these moments can be expressed as:

µi =

∫
uiK (u) du (4)

Some common kernels are listed below:

Silverman kernel: K (u) = 1
2 exp

(
−|u|√

2

)
Epanechnikov kernel: K (u) = 3

4

(
1− |u2|

)
1 (|u| ≤ 1)
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Biweight kernel: K (u) = 3
4

(
1− |u2|

)
1 (|u| ≤ 1)

Gaussian kernel: K (u) = 1√
2π

exp
(
−u2

2

)
Let us note that many of the common kernels are special cases of the polynomial

family:

Ks (u) =
(2s+ 1)!!

2s+1s!

(
1 + u2

)s
1 (|x| ≤ 1) (5)

Measuring the error:

A well-known way of measuring the error in the estimation process of kernel density
estimation is the L2 norm or Integrated Squared Error (ISE ), the ISE can be averaged
over the support of the density in order to get the Mean Integrated Squared Error
(MISE ):

MISE
(
f̂n

)
= 1

nh

∫
K2 (x) dx+

(
1− 1

x

) ∫
(Kh ∗ f)2 (x) dx

−2
∫

(Kh ∗ f) (x) f (x) dx+
∫
f2 (x) dx

(6)

Where Kh (u) = h−1K
(
u
h

)
and ∗ denotes the convolution such that:

(f ∗ g) (x) =

∫
f (x− y) g (y) dy

There has been much controversy over the suitability of MISE as a measure of error
(Grund et al., 1994), but it has been shown that it allows very deep analysis and thus it
is a reliable measure (Marron and Wand, 1992).

However (6) makes it relatively hard to evaluate the influence of the bandwidth on the
performance of the estimator, and since the MISE is mainly used for finding an optimal
smoothing parameter as we’ll see in an upcoming section, we need a more tractable
formula.

Usually for large samples and under standard technical assumptions (Silverman, 1986)
asymptotic analysis provides a less complicated formula which is the Asymptotic Mean
Integrated Squared Error (AMISE ):

AMISE
(
f̂n

)
= (nh)−1R (K) +

(
1

4

)
h4R

(
f ′′
)
µ2 (K)2 (7)

We adopt the notations µ2 (K) =
∫
u2K (u) du and R (K) =

∫
K (u)2 du here and in

the following.

2.2 Probabilistic Kernels

Building on the idea that has led to the Gaussian kernel we introduce two kernels that
are based on probability laws. The choice of these laws has been guided by previous
knowledge of the studied phenomenon and since we are trying to estimate the density
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of stock market data, our first approach consists in using a classical result of financial
mathematics which states that under some quite restrictive assumptions stock prices are
governed by a lognormal law, for more details one can consult (Di Nunno and Øksendal,
2011). The second approach follows from the Pareto principle which, in the case of stock
markets, could be seen as if 80% of the variations of an index are being caused by 20%
of its constituents (Newman, 2006).

Lognormal kernel:

Let X be a random variable on R, the lognormal law LN
(
µ, σ2

)
is the distribution of

exp (X) when X ∼ N(µ, σ2) where N(µ, σ2) denotes the normal law with mean µ and
variance σ2.

The probability density function of the lognormal law LN
(
µ, σ2

)
is given by:

fX (x) =
1

xσ
√

2π
exp

(
− (log (x)− µ)2

2σ2

)
(8)

It’s clear that the Gaussian kernel is directly extracted from a standard normal dis-
tribution, when adopting the same approach we could write the lognormal kernel as:

K (u) =
1

u
√

2π
exp

(
− (log (u))2

2

)
(9)

One could eventually keep the parameters of the law and estimate those using para-
metric methods such as the maximum likelihood method or the method of moments.

Pareto kernel:

The Pareto law is an example of a power law that gives a mathematical formalism to
the 80 − 20 principle which states that a large part of the effects is caused by a small
part of the causes.

The probability density function of a Pareto law of type(I) P (k, xm) is given by:

fX (x) = k
xkm
xk+1

;x ≥ xm (10)

Where xm is the minimal value that X could take and k is the Pareto index.
In order to suggest an adequate kernel we need to properly estimate the Pareto index,

we could either use the standard value ks = log4 (5) which satisfies the 80− 20 principle
or estimate a value k̂ through the maximum likelihood method which gives the estimator
k̂ = n [

∑n
i=1 log (xi)− n log (xm)]−1, in the latter case the Pareto kernel is given by:

K (u) =

{[∑n
i=1 log (ui)

n
− log (um)

]
u

}−1 (um
u

)[∑n
i=1 log(ui)

n
−log(um)

]−1

(11)
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We can easily notice that both of the suggested probabilistic kernels are directly
derived from the corresponding probability density functions, thus we do not need to
prove that they satisfy the condition

∫
K (u) du = 1.

2.3 Higher Order Kernels Based On Orthogonal Polynomials

Let l ≥ 1 be a natural number, a function K : R −→ R is said to be a kernel of order l
if the functions u −→ uiK (u) , i = 0, 1, 2, ..., l are integrable and satisfy:∫

K (u) du = 1 ;

∫
uiK (u) du = 0 ; i = 1, 2, ..., l (12)

There exist some authors that impose for a kernel of order l to satisfy
∫
ul+1K (u) du 6=

0, however we don’t take this condition into account since the first definition seems more
natural and less restrictive (Gasser et al., 1985).

The use of higher order kernels seems to be very useful when one is trying to reduce the
bias of the estimator without affecting the value of the variance, especially as the bias is
directly affected by the variance-bias tradeoff, so when one is reduced the other inflates
(Henderson and Parmeter, 2012)(Osemwenkhae and Odiase, 2007). Nevertheless, the use
of these kernels presents a main drawback which is the appearance of negative values
near the tails where data are sparse (Hall and Murison, 1993).

An obvious way of bypassing this problem is to consider only positive values f̂+
n , this

doesn’t affect the error of the estimation since the Mean Squared Error (MSE ) of the
new estimator is lesser than the original MSE. A longer discussion of this problem and its
repercussions can be found in (Hall and Murison, 1993) (Lee and Young, 1994)(Murison,
1993).

In the following we present a variety of higher order kernels based on normalized or-
thogonal polynomials (Chihaha, 1978), these kernels have been constructed as described
below:

Let Πi (ξ)∞i=1 be an infinite orthogonal polynomial basis. This basis is normalized such
that 〈Πi|Πj〉 = ∆ij where ∆ij is the kronecker’s delta. Thus, for any natural number
m ∈ {0, 1, 2, ..., l}, um could be expressed as:

um =
m∑
d=0

admΠd (u) (13)

Where adm is a real number.
Now, if K is a function K : R −→ R of the form K (u) =

∑l
i=0 Πi (0) Πi (u) then we

can write:

∫
umK (u) du =

∫ m∑
d=0

l∑
i=0

admΠd (u) Πi (0) Πi (u) du =

{
1 if m = 0

0 if m ∈ {1, 2, ..., l}
(14)

Hence, the conditions in (12) are satisfied, which implies that the function K can be
considered as a kernel of order l.
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The result stated in (14) enables us to create kernels of order l using common or-
thogonal polynomials. Let us note that some polynomials are orthogonal with weights
(Gautschi, 2004) and even though this condition is crucial for orthogonality it has very
little effect on the proof and it leads us to the modified kernel:

K (u) =

l∑
i=1

Πi (0) Πi (u)ω (u) (15)

Where ω (.) is the weight function, which would be different for each kernel.
Next, we are going to consider the Rodrigues formula for various orthogonal polyno-

mials, these formulas when combined with (15) would allow us to write kernels of order
l in a very compact form.

Orthogonal polynomials and corresponding kernels:

Here and in the following we consider JN (.), LN (.), GN (.), ...as being the normalized
versions of the polynomials J (.), L (.), G (.), ...

Jacobi polynomials (Limits of orthogonality: [−1, 1])

Rodrigues formula: J (k, α, β, u) =
(1− u)−α (1 + u)−β

(−1)k 2kk!
Duk

[
(1− u)α (1 + u)β

(
1− u2

)k]
Weight: ω (u, α, β) = (1− u)α (1 + u)β

Norm: ηk =

√
2α+β+1Γ (k + α+ 1) Γ (k + β + 1)

k! (2k + α+ β + 1) Γ (k + α+ β + 1)
; α, β > −1

Kernel: K (u) =

l∑
k=0

JN (k, α, β, 0) JN (k, α, β, u)ω (u, α, β) (16)

Legendre polynomials (Limits of orthogonality: [−1, 1])

Rodrigues formula: L (k, u) =
1

(−1)k 2kk!
Duk

[(
1− u2

)k]
Weight: ω (u) = 1

Norm: ηk =

√
2

2k + 1

Kernel: K (u) =

l∑
k=0

LN (k, 0)LN (k, u) (17)

Gegenbauer polynomials (Limits of orthogonality: [−1, 1])
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The polynomials of Gegenbauer are given in terms of Jacobi polynomials with the
specification α = β = λ− 1

2 .

Rodrigues formula: G (k, λ, u) =
Γ (2λ+ k) Γ

(
λ+ 1

2

)
Γ (2λ) Γ

(
λ+ k + 1

2

)J (k, λ− 1

2
, λ− 1

2
, u

)
; λ > −1

2

Weight: ω (u, λ) =
(
1− u2

)λ− 1
2

Norm: ηk =

√
π21−2λΓ (2λ+ k)

(λ+ k) k!Γ (λ)2 ; λ 6= 0

Kernel: K (u) =
l∑

k=0

GN (k, λ, 0)GN (k, λ, u)ω (u, λ) (18)

Chebyshev polynomials of the first kind (Limits of orthogonality: [−1, 1])
The polynomials of Chebyshev of the first kind are given in terms of Jacobi polynomials

with the specification α = β = −1
2 .

Rodrigues formula: T (k, u) =
22k (k!)2

(2k)!
J

(
k,−1

2
,−1

2
, u

)
Weight: ω (u) =

(
1− u2

)− 1
2

Norm: η =


√
π

2
if k 6= 0

√
π if k = 0

Kernel: K (u) =

l∑
k=0

TN (k, 0)TN (k, u)ω (u) (19)

Chebyshev polynomials of the second kind (Limits of orthogonality: [−1, 1])
The polynomials of Chebyshev of the second kind are given in terms of Jacobi poly-

nomials with the specification α = β = 1
2 .

Rodrigues formula: U (k, u) =
22k (k!) (k + 1)!

(2k + 1)!
J

(
k,

1

2
,
1

2
, u

)
Weight: ω (u) =

(
1− u2

) 1
2

Norm: η =

√
π

2
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Kernel: K (u) =

l∑
k=0

UN (k, 0)UN (k, u)ω (u) (20)

Hermite polynomials (Limits of orthogonality: R)

Rodrigues formula: H (k, u) = (−1)k exp
(
u2
)
Duk

[
exp

(
−u2

)]
Weight: ω (u) = exp

(
−u2

)
Norm: ηk =

√
2kk!
√
π

Kernel: K (u) =

l∑
k=0

HN (k, 0)HN (k, u)ω (u) (21)

Laguerre polynomials (Limits of orthogonality: R+)

Rodrigues formula: Lag (k, α, u) =
exp (u)u−α

k!
Duk

[
exp (−u)uk+α

]
; α > −1

Weight: ω (u, α) = uα exp (−u)

Norm: ηk =

√
Γ (k + α+ 1)

k!

Kernel: K (u) =
l∑

k=0

LagN (k, α, 0)LagN (k, α, u)ω (u, α) (22)

The figures below [figures 1, 2] illustrate the behavior of two of the suggested ker-
nels over the interval ]−1, 1[. One of these two kernels will be used for the numerical
experiments in section 4.

Now, even though we have the proper kernels we are not ready yet to carry out a
practical implementation of the kernel density estimation because we are still lacking a
correct way to compute the value of a vital parameter which is the bandwidth (i.e. the
smoothing parameter). In the next section we will try to provide a tractable formula for
computing this parameter.
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Figure 1: Jacobi kernel of orders 1, 3 and
5.

Figure 2: Hermite kernel of orders 1, 3
and 5.

3 Computing The Bandwidth

In the process of estimating a density using a kernel approach, selecting an adequate
bandwidth is of the essence, for the most part because this parameter is directly im-
plicated in the computing of both, the density estimation (2) and its error (7). An
erroneous choice might yield untrustworthy data, since insufficient smoothing can lead
to an estimation that contains spurious features resulting from the sampling process, in
the same way that excessive smoothing can cause important features, of the underlying
structure, to be smoothed away.

In this work, we consider data-driven bandwidth selectors, which mean that we’ll
be relying on data to choose a correct smoothing parameter; these selectors have been
categorized into two generations, the first and the second. We are mainly interested in
introducing a variation of a first generation method namely the “rules of thumb”, for an
exhaustive treatment of all first generation methods one can consult (Jones et al., 1996).

The classical approach that we are interested in modifying involves hAMISE the min-
imizer of the AMISE (7):

hAMISE =

[
R (K)

nµ2 (K)2R (f ′′)

] 1
5

(23)

We can easily figure out that this formula cannot be computed due to the unknown
part R (f ′′) that invokes the second derivative of the true density. The “rules of thumb”
method requires the replacement of the unknown part by an estimated value based on
a parametric family; one recurrent example is the normal scale bandwidth which is the
AMISE -optimal bandwidth for the normal density.

The variation we suggest is to use the second derivative of a common kernel such as the
Gaussian in order to estimate the unknown density and its derivatives (Bhattacharya,
1967). Given that we have a kernel that is differentiable r times, then the rth derivative
of a density estimator based on such a kernel may take the form:
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f̂ (r)
n (x) =

1

nhr+1

n∑
i=1

K(r)

(
x−Xi

h

)
(24)

As stated above we’ll be using the Gaussian kernel in order to estimate the rth density
derivative which, in this case, would be written as:

K(r) (u) = (−1)rH (r, u)K (u) (25)

Where H (r, u) is the Hermite polynomial of order r used for the construction of the
kernel (21), from here we can explicitly write our density derivative estimator:

f̂ (r)
n (x) =

(−1)r

nhr+1
√

2π

n∑
i=1

H

(
r,
x−Xi

h

)
exp

[
−
(
x−Xi

h
√

2

)2
]

(26)

For computational purposes we’ll be using the normal scale smoother for the density
derivative estimator, however in (Wand and Jones, 1985) a similar analysis that led to
(23) led to another formula for computing the density derivative bandwidth:

hrAMISE =

[
R (K) (2r + 1)

nµ2 (K)2R
(
f (r+2)

)] 1
2r+5

(27)

One computational drawback of this approach is the need to estimate another density
derivative of order r + 2, either based on a parametric family or by using a kernel
approach. Therefore, we have chosen to use a normal scale smoother and not to go
deeper than the first derivative estimation.

Now, we aim at finding a proper estimator for the integrated squared density derivative

functional noted by R
(
f (r)

)
=
∫ (
f (r) (x)

)2
dx. Integration by parts formula gives us:

R
(
f (r)

)
= (−1)r

∫
f (2r) (x) f (x) dx (28)

Next, we are interested in estimating this quantity for an even r, this steers us toward
a density functional of the form:

ρr =

∫
f (r) (x) f (x) dx = E

(
f (r) (x)

)
(29)

Where ρr can be estimated by:

ρ̂r =
1

n

n∑
i=1

f̂ (r) (xi) (30)

Using (24) we can write:

ρ̂r =
1

n2hr+1

n∑
i=1

n∑
j=1

K(r)

(
xi − xj
h

)
(31)
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Now, by combining equations (23), (26) and (31) we can have the following estimator
of the AMISE -optimal bandwidth, the very estimator we will be using on our numerical
experiments in the next section:

ĥAMISE =

[
R (K)

nµ2 (K)2 ρ̂4

]
(32)

4 Numerical Experiments

In this section we will be presenting some examples that illustrate, in the context of stock
market data, the use of kernel density smoothing through some of the kernels suggested
above.

Considering the representativeness of the data we have chosen the MASI (Moroccan
All Shares Index), which is a good tracking device that helps assessing the health and
performance of the Moroccan stock market. The data sample covers the index values
from November the 7th 2014 to November the 4th 2015.

Figure 3: Nonstationary MASI variations.

Figure 4: Stationary MASI variations. Figure 5: Stationary MASI returns.
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First, we have stationarized the index values, as to the returns they have been tested
positive for stationarity without any manipulations [figures 3, 4, 5], the tests have been
conducted using the autocorrelation function and the augmented dickey-fuller unit root
test.

It’s worth noting that beside the difference of the scale, we can firmly state that
variations of the stationarized index values and the returns are a perfect match, thus we
will only be estimating the density of returns since the non-stationarity of the observed
values stresses the fact they are not independent and identically distributed which calls
into question the relevance and the efficiency of the kernel density estimation as we
present it.

The table below [Table1] gives a basic statistical description of the dataset, a quick
analysis of this table provides a preliminary insight concerning the distribution of data
and the effect of non-stationarity on the values. We can rely on the skewness and the
kurtosis measures in order to have a general idea concerning the shape and the behavior
of the density, we can notice that the index values are left-skewed adversely the returns
are right-skewed, both of the kurtosis measures are different from 3 leading to the index
values being platykuric with thin tails and the returns being leptokurtic with fat tails.
In view of these observations we can assert that the distribution of both the values
and the returns are far from being Gaussian this statement has been confirmed by the
Jarque-Bera test that has returned two p-values lesser than 5%, which was the critical
value adopted, leading to the rejection of the normality of the distribution.

Table 1: Basic statistical description of MASI values and returns.

values returns

Mean 9783.3 −4.6691e− 4

Median 9773.6 −1.6314e− 4

Maximum 10527 0.0195

Minimum 8944.1 −0.0161

Std. dev 421.1494 0.0054

Skewness −0.1835 0.1745

Kurtosis 2.2126 4.4512

J-B test (P-values) 0.0259 0.0015

Now, let’s try and estimate the empirical density for the returns. Seeing that the
standard Gaussian kernel is one of the most reliable common kernels (Wand and Jones,
1985) we have chosen to use it as a reference to evaluate the performance of the sug-
gested kernels. We will be using the Lognormal, Pareto, Laguerre and Hermite kernels
to conduct the density estimations and after each one of these estimations we will run a
nonparametric goodness-of-fit test (Albers and Schaafsma, 2008)(Li and Racine, 2007),
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namely the Chi-Square test, in order to assess the quality of the fitting and compare
it to the performance of the Gaussian kernel. This test can lead us toward a way of
improving the estimation either by varying the smoothing parameter or even the kernel
when none of the used bandwidths gives satisfying results.

Index returns density estimation:

As stated earlier, in addition to the standard Gaussian kernel, four suggested kernels
will be used for the estimation of the index returns density. The results, superimposed
on the histograms, are given in the figures below:

Figure 6: Density estimate for MASI returns using standard Gaussian kernel.

Figure 7: Density estimate for MASI re-
turns using Lognormal kernel.

Figure 8: Density estimate for MASI re-
turns using Pareto kernel.

Now, except for [Figure 8] that illustrates the use of the Pareto kernel and looks
too rough to reflect a convincing density estimate, all the other figures have exposed
some features, that were smoothed away by the Gaussian kernel, whilst keeping a fairly
satisfying shape of the density when compared to the conclusions drawn from [Table 1].
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Figure 9: Density estimate for MASI re-
turns using Hermite kernel of
order 2.

Figure 10: Density estimate for MASI re-
turns using Laguerre kernel of
order 2.

Nevertheless, in order to give a more discerning and concise judgment of which kernels
fits best the data we conduct a Chi-Square goodness of fit test that tests two hypothesis:

H0 : f = f̂n Vs H1 : f 6= f̂n

The table below [Table2] lists the Chi-Square statistic computed for each of the fittings
with three degrees of freedom (df = 3) and a five percent level of significance (α = 0.05),
let us note that for the given parameters the critical values for the test is 7.81.

Table 2: Chi-Square test statistic for suggested kernels in the case of index returns den-
sity estimation.

Gaussian Lognormal Pareto Hermite Laguerre

χ2-Statistic 0.55 0.21 351.9844 0.1692 0.1272

The only statistic leading to the rejection of H0 is unsurprisingly the one relative to
the Pareto kernel, meaning that all the other fittings are acceptable, at different levels of
course. One remarkable thing is that all the acceptable fittings have generated a better
Chi-Square statistic than the Gaussian kernel meaning that the suggested kernels give
a better fitting for the data at hand.

5 Conclusion

This paper was aiming at suggesting and testing some unconventional kernels based
on probability densities and orthogonal kernels. Through these kernels we have been
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able to generate statistically correct density estimates for the MASI returns, the density
estimates of the Gaussian kernel have been outperformed in the sense of the Chi-Square
statistic by three of the tested kernels. Still, at this point the use of the results was limited
to a graphic illustration; further work needs to be done in order to exploit the data and
the kernels in more interesting ways in a financial context such as kernel regression for
forecasting data or Monte-Carlo simulations for pricing financial products.
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