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Two generalized chain ratio in regression estimators for population mean
using two auxiliary characters in the presence of non-response have been
proposed and their properties have been studied. Relative efficiency of the
proposed estimators are obtained in the case of fixed first phase sample,
second phase sample and sub-sample fraction and also in the case of the fixed
cost. Comparison of the proposed estimators has been carried out with the
relevant estimators. Expected cost is also obtained in the case of the specified
variance. The performance of the proposed estimators in comparison to the
relevant estimators has been made with the help of empirical study.

Keywords: Non-response, two phase sampling, bias, mean square error,
auxiliary characters.

1 Introduction

Sample surveys are generally used in the field of agricultural, socio-economic and medical
sciences. During sample surveys, sometimes information on some units in the selected
sample is not obtained due to the problem of non-response. To deal with the problem
of non-response, Hansen and Hurwitz (1946) have first suggested a technique of sub-
sampling from non-respondents.

The information on the auxiliary character provides a very important contribution
in the field of sample surveys. In the case when the population mean of the auxiliary
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character is known, Khare and Srivastava (1997) proposed transformed ratio estimators
in the presence of non-response. Sometimes, the population mean of the auxiliary char-
acter is not known, in this situation, two phase sampling ratio, product and regression
type estimators have been suggested by Khare and Srivastava (1995, 2010), Khare and
Kumar (2011) and Khare et al. (2012).

In the case when the population mean of the main auxiliary character is not known but
the population mean of another additional auxiliary character is known, which is cheaper
than the main auxiliary character but less correlated to the study character than the
main auxiliary character. In this situation, Kiregyera (1980, 1984) proposed chain ratio
to regression, ratio in regression and regression in regression estimators for the popula-
tion mean of study character. Further, some other chain regression type estimators for
population mean of study character have been proposed by Mishra and Rout (1997) and
Dash and Mishra (2011). In such situation, Khare and Kumar (2010) and Khare et al.
(2011) have proposed chain regression type estimators and generalized chain estimators
for the population mean in the presence of non-response.

In the present paper, we have proposed generalized chain ratio in regression estimators
for the population mean using two auxiliary characters in the presence of non-response.
We have obtained the expressions for bias and mean square error of the proposed estima-
tors for the fixed first phase sample n’, second phase sample n and the optimum values
of constants. A comparative study of the mean square error of the proposed estimators
is made with the relevant estimators. The optimum values of n' and n have been ob-
tained for the fixed cost (C' < Cp)and also for the specified variance Vy. The minimum
value of the mean square error and the minimum value of the total cost incurred in the
survey for the proposed estimators have been obtained for the fixed cost (C' < Cp) and
for the specified variance Vj respectively. An empirical study has been given to show
the performance of the proposed estimators for fixed sample sizes (nl, n), for the fixed
cost (C' < Cp) and also for the specified variance Vj.

2 The estimators

Let Y , X and Z denote the population means of study character y , auxiliary character
z and additional auxiliary character z having j** values Y;, Xjand Z; : j =1,2,...,N.
The population of size N is supposed to be divided in N; responding units and No non-
responding units. According to Hansen and Hurwitz (1946), a sample of size n is drawn
from the population of size N by using simple random sampling without replacement
(SRSWOR) method of sampling and it has been observed that n; units respond and 7y
units do not respond. Again, by making extra effort, a sub-sample of size r(= nok~!)
is drawn from ns non-responding units using SRSWOR method of sampling and the
information on 7 units is collected by personal interview for study character y. Hence,
the estimator for Y based on n; + r units on study character y is given by Hansen and
Hurwitz (1946) as follows:

% ny _ ng _s
= — _ 1
V=t 0 (1)
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where ; and y; are the means of study character y based on ny and r units respectively.
The variance of the estimator is given by.

f

Wa(k — 1
2
T

V() = )52, @)

n

where Wy = %, f=1-% and (S’ 52(2)) are the population mean squares of study
character y for the entire population and for the non-responding part of the population.
In the case when the population mean of the auxiliary character is not known, we draw
a first phase sample of size n/(< N) from the population of size N by using simple
random sampling without replacement (SRSWOR) method of sampling and estimate
the population mean X by first phase sample mean Z based on n' units. Further, we
draw a second phase sample of size n(< n,) from first phase sample of size n' by using
SRSWOR method of sampling and observe that n; units respond and ne units do not
respond for the study character y. Again, we draw a sub-sample of size r(= nok™!)
from ng non-responding units by using SRSWOR, method of sampling and collect the
information on r units by making extra effort. So, the mean of y based on n +r units is
define by (1) and the mean of values of x corresponding to the incomplete information
on y is defined by

Tt = —I1 + — 7y, 3
x T nx2 ()

where Z; and Z, are the means of auxiliary character z based on n; and 7 units corre-
sponding to n1 and r units on study character y respectively.

Using # , &, &* and §* , Khare and Srivastava (1995) proposed the conventional (T11) and
the alternative (T}2) regression type estimators for the population mean in the presence
of non-response, which are given as follows:

T =g + b, (7 — ) (4)
and
Tiy = §* + by (2 — ), (5)
n 2 1 n R R
where z = Z Zjv = ‘Zy;, bye = %«g, s% = e l(xj — )%, Sy; and S? denote
: z j=

the estimates of Sy, and S2 based on ny + r units. In the case when the population
mean X of an auxiliary character z is not known but the population mean Z of another
additional auxiliary character z is known which may be cheaper and less correlated to
the study character y in comparison to main auxiliary character x i.e. pys > py. , a first
phase sample of size n (< N) is drawn from the population of size N by usmg SRSWOR
method of sampling and the population mean X is estimated by X=7 = Z which is more
efficient in comparison to 7 if Doz = 2%95’ where p,, is the correlation Coefﬁc1ent between

z and z, (C, C,) are the coefficient of variations of X and Z and (Z , % ) are the means
of the auxiliary character « and additional auxiliary character z based on n’ units.
Now, using Z, z , T , Z, Z* and §*, we propose the conventional (T}5) and the alternative
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(Ti6) generalized chain ratio in regression estimators for the population mean using two
auxiliary characters in the presence of non-response, which are given as follows:

oA
Te — §* b* = “ % 6
15 Y+ yx |:l' <21> x :| ( )

AN
Tig = 7 + b2 [sc () —@] )

z

and

where o1 and «o are constants.

3 Bias and mean square error of the estimators (7};) and
(Ti6)

The expressions for bias and mean square error of the estimators (7;5) and (Tj6) up to
the terms of order n~! are given by

. " (o (« +1
Bias(Tj5) = 01 | —p15 + pie + (135 — (36 — Q1 ftds + o1 fiae + % {1(;)05 - 041sz}
: ®)

. " (a +1
Bias(Tjg) = 01 | —pos + po7 + p35 — p37 — Qoftds + Qopia7 + % {2(;)03 - a2sz}

and

n n yr—y
/ 10
f 2[)5270503 PyxpyszCz ( )
- 77 1 CC% — 201 C% )
_ 1 1 f p2 C2C? PyaPuzC2C,
_ ok 2 2 2 2Py ™~y 'z Yrryz~y
MSE(Tis) = V(5') - ¥ [(n - o)=L <a2 I a2

(11)
where Cyac = pyacCny7 Cyz(Z) = pyx(2)Cy(2)Cx(2)7 Cyz = pyszCz7 Cyz = pacszCzy

S n' % . S,

S . .
Cr2) = %, (52,52, Py Pyz> Pz=) are the population mean squares of auxiliary charac-

ters (z,z), correlation coefficient between (y,z),(y,z) and (z,z) for the entire population,
(Si(z)vpyz@)) are the population mean square of z and correlation coefficients between
(y, z) for the non-responding part of the population.

The optimum values of ojand agwhich minimize M SE(Tj5)and M SE(Tjs)are given as

. _ Pyz Cx _ Pyz Cg
follows: aopt = pye O and agopt = pyz Cz°
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The minimum mean square errors of the estimators Tj5 and Tjgfor the optimum values
of ajand asare given as

LI/ 1 Walk — 1)
_(a 2 2 2 2 242
MSE(Ti5)min =V (") =Y Kn - n) PyaCy — — {B Cr(2) = 2BCyaz )}
/
f/pyz02:|
(12)
and )
— 1 1
MSE(Tiauin = V() - 7 | (5 - 2 ) 4l + S22 (13

The optimum values of ajand asmay be obtained from past data. If past data is not
available then one may estimate it on the basis of sample values without having any loss
in the efficiency of the estimators. If we estimate the optimum values of the constants by
using the sample values, the minimum values of the mean square error of the estimators
up to the terms of order (n~!) are unchanged.

Remark 3.1: For a; = 0 and as = 0, Tj5 reduces to Tj; = §* + b;x(a_c' — z*) and
Ty reduces to Tjp = * +b;§(:€’ — ). The MSE of Tj; and T} can be obtained by putting
a1 =0 and ae = 0 in equations (10) and (11), which are given as

o1 1 Wa(k — 1)
% 2 2 2 2 2 2
MSE(T) =V(y")-Y [(n - n’) Py Oy= = —— {B Cro) — 2B ny(2)}} (14)
and
— 1 1
MSE(T) = Vi) - ¥ (- 1) 4. (15)
Remark 3.2: For an =1 and az = 1, Tj5 reduces to Tj3 = y* + by, [ ——:B ] and T

reduces to Tjy = y* + by; [_’ZZ :E:| The MSE of Tj3 and Tj4can be obtained by putting

a1 =1 and ap = 1 in equations (10) and (11), which are given as

MSE(T3) = MSE(Ty) + W?{: L yf“g;CQ pPuzP 2050 (16)
and _ -

MSE(Ti) = MSE(Tia) +Y2£: P 3“”5502 L ycfgc (17)
Remark 3.3: For a1 = —1 and ag = —1, Tj5 reduces to T}y = §* + by, [:Z"% — E*] and
Ty reduces to T}, = §* + b [:E’% - a‘:} The MSE of T}, and T}, can be obtained by

putting ay = —1 and ap = —1 in equations (10) and (11) which are given as
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[ 2 202 207 ]
_ oo ' | P CyCs L Pyapy=CyC
MSE(T);) = MSE(T)) +Y e 2= (18)
and [ 2 202 207 ]
_f! c:C oPy=Cy C
MSE(T],) :MSE(TZQHY% pyxcg : 4ol pyc y (19)

4 Comparison of the proposed estimators 7;5 and 7; with
Tl 1y Tl 29 Tl 39 Tl 4aTl/37Tll4

MSE(Tj5) < MSE(Tp),if0 < a; < 2Q, (20)
MSE(Ti5) < MSE(Tj3),if2Q1 —1 < a3 < 1 (21)
MSE(Tj;5) < MSE(Tj)if —1< a3 <2Q1+1 (22)
and

MSE(Tig) < MSE(Ti2),if0 < ag < 2Q2 (23)
MSE(Tig) < MSE(T14),if2Q2 — 1 < ag < 1 (24)
MSE(Tig) < MSE(T},),if —1 < as <2Q2+1 (25)

where Q1 = 222G and Qp = 22 C=.

5 Determination of n’,n and k for the fixed cost C < ()

Let Cy denotes the total cost (fixed) of the survey apart from overhead cost. The cost
function C’ can be expressed by

n
C' = (py + py)n’ + pin + pany +p3?2- (26)

The expected cost of survey apart from overhead cost is given as follows:

1%
C=B(C) = Gh+ i+ (ot pa ). 27)

where

p} - the cost per unit of obtaining information on auxiliary character x at the first
phase,

ph - the cost per unit of obtaining information on additional auxiliary character z at
the first phase,

p1 - the cost per unit of mailing questionnaire/visiting the units at the second phase,
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p2 - the cost per unit of collecting, processing data for the study character y obtained
from ny responding units,

p3 - the cost per unit of obtaining and processing data (after extra efforts) for the
study character y from sub-sampling units

and W1 = Nl/N,WQ = NQ/N

It is to be noted that p), < pj < p1 < p2 < ps.

The expression of MSE(T(i)) : i=1,2,3,4 can be expressed in terms of By;, By, B2;
and Bj;, which is given as

Boi By | kB Bs
R
where B,;, B1;,Bo; and Bs; are respectively the coefficients of the terms of n=t n/~1,
kn~!tand N~!in the expression of MSE(T(i)) and T(1) = Ti3, T(2) = Ty, T(3) = Tis,
T(4) =T.

Now, we define a function ¢ to minimize M SE(T'(i)) for the fixed cost C < Cp, which
is given as follows:

MSE(T(i)) (28)

¢ = MSE(T(i)) + i (C = Co), (29)

where ); is the Lagrange’s multiplier.
Differentiating equation (29) with respect to n’, n and k, we get the optimum values
of n/, n and k, which are given as

By;

n = _— 30
Ai(p) + p3) (30)

Bo; + k Bs;)
n = ‘ ( W (31)

Ai (p1+ p2Wi + p3s52)
and
BoipsWo
Kopt = , 32
Pt \/BQi(pl + p2Wh) (82)
where

1 W-
VA = Co \/ Bui(p) +ph) + \/(BOi + Kopt B2;) <p1 + p2W +p3k 2 )] . (33)
opt

By putting the optimum values of n’;n and k from equations (30), (31) and (32) in
equation (28) and neglecting the term of order (N 1), the minimum value of M SE (T'(i))
for the fixed cost C' < Cj is obtained as.

2

1

MSE (T(i))min = c

W-
Byi(p} +p5) + \/(Boi + kopt B2i) <p1 + p2Wi +p3k & )
opt

(34)
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6 Determination of n’,n and k for the specified variance
V=W

Let Vj denotes the variance of the estimator 7'(¢) which is fixed in advance. So, we have

By B kB Bs;
Vo = — . 35
0 n + n’ + n N (35)

For minimizing the average total cost C' for the specified variance (i.e. MSE(T(i)) = V)
of the estimator T'(i) and also for obtaining the optimum values of n/, n and k, we define
a function v which is given as follows:

6= Gh s (ot 2 ) wOISEETE) - ). (59

where p; is the Lagrange’s multiplier.
Now, differentiating equations (36) with respect to n’,n and k, we get the optimum
values of n’,n and k which are given as

iB1i
= |2 (37)
(p1 +p2)

n— H( 0i + 2{)/‘/ (38)
(p1 4+ p2W1 + p32)

and

By;Waps
kopt = , 39
Pl \/BQi(pl + p2 W) (39)

where

Bii(p) + ph) + \/(Bm‘ + kopt Bai) (pl T2 +p3,2/;>]

. (40)
Vo + Bu

Vi =

By putting the optimum values of n’,n and k from equations (37), (38) and (39) in
equation (27) and neglecting the terms of order (N ~!), the minimum expected total cost
for the specified variance V| is obtained as.

2
Vo

C(T () min = (41)
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7 An empirical study

The present data has been taken from paper of Khare and Kumar (2010). The data
from the population of 100 records of resale of homes from Feb 15 to Apr 30, 1993 from
the files maintained by the Albuquerque Board of Realtors. On selling price ($hundreds)
as a study character (y), square feet of living space as an auxiliary character (z) and
annual taxes ($) as an additional auxiliary character (z) have been taken.

The values of the population parameters are given as follows:

Y =1093.41, X = 1697.44, Z = 801.58, S, = 391.90, S, = 535.01, 5, = 316.62,

pye = 0.84, p, . = 0.64, p, . = 0.86.

The non-response rate in the population is considered to be 25%. So, the values of the
population parameters based on the non-responding parts, which are taken as the last
25% units of the population, are given as follows:

Xy = 1563.80, Y2 = 1017.04, S;(9) = 383.44, Sy (9) = 361.75, py(2) = 0.84.

The optimum values of a7 and a9 are obtained as follows:
a1opt = 0.608 and agept = 0.608.

Table 1: Relative efficiency (in %) of the estimators with respect to *for the fixed values
of n/,n and different values of k and N =100, n’ =70 and n =40

1/k
Estimators 1/4 1/3 1/2
7 100.00 (4757.47)  100.00 (3939.57) 100.00 (3121.68)
Tn 243.77 (1951.58) 234.23 (1681.94) 221.03 (1412.31)
Tio 132.28 (3596.36) 141.79 (2778.46) 159.22 (1960.57)
Tj3 265.17 (1794.07) 258.43 (1524.44) 248.77 (1254.81)
T 138.34 (3438.86)  150.31 (2620.96) 173.13 (1803.07)
15 282.85 (1681.97) 278.94 (1412.34) 273.18 (1142.70)
Tis 143.00 (3326.75) 157.03 (2508.86) 184.61 (1690.96)

Figures in parenthesis give the MSE (.)
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From table 1, It is observed that for the fixed sample sizes, the proposed estimators
(Ty5, Ti6) are more efficient than corresponding estimators (771, Tj2) and (733, T34). It is
also observed that the estimator Tj5 is more efficient than the estimator Tjg. The values
of mean square errors of all the estimators ¢*, 11, Ti2, 113, 114,115 and Tjg decrease as the
value of 1/k increases.

Table 2: Relative efficiency (in %) of the estimators with respect toy*for the fixed cost
C < Cy = Rs. 280, py =Rs. 0.90, pyy =Rs. 0.20, py =Rs.1.5, po =Rs. 3, ps3

=Rs. 65
Estimators  kopt ngpt Nopt RE(in %)
y* 4.00 — 36 100.00 (7023.79)
T 3.72 89 25 165.49 (4245.31)
Tio 1.29 77 13 124.28 (5651.46)
Tis 3.72 67 25  175.48 (4002.62)
Tia 129 58 13 130.76 (5370.89)
Tis 3.72 57 27 196.04 (3582.79)
Tis 1.29 49 14 143.85 (4882.74)

Figures in parenthesis give the MSE (.), Rs. : Rupees (Indian Currency) and RE:Relative
Efficiency

From table 2, It is observed that for the fixed cost, the proposed estimators (7}, 7j6)
have less mean square error in comparison to the corresponding estimators (771, 7}2)
and (Tj3,T74). It is also observed that the estimator 75 has less mean square error in
comparison to the estimator Tjg.
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Table 3: Expected cost ( in Rs.) of the estimators for the specified variance Vj = 5789,
py =Rs. 0.90, pyy =Rs. 0.20, p1 =Rs.1.5, po =Rs. 3, p3 =Rs. 65

Estimators  kopr 7, Nopt  EC (in Rs.)
y* 4.00 — 43 339.72
Th 3.72 65 18 205.33
T 1.29 75 13 273.35
T3 3.72 47 18 193.59
Ty 1.29 54 12 259.78
Tis5 3.72 35 17 173.29
Ty 129 41 12 936.16

Here EC: Expected Cost

From table 3, It is observed that for the specified variance, the proposed estimators
(Ty5, Ti6) have less cost in comparison to corresponding estimators (731, 7j2) and (Tj3, Tj4)-
It is also observed that the estimator T;5 has less cost in comparison to the estimator Tjg.

8 Conclusion

Hence, we conclude that the proposed conventional generalized chain ratio in regression
estimator Tj5 is more efficient than the conventional estimators (77,7;3) for fixed sample
sizes (n’,n) and for the fixed cost C' < Cjy. Further, for specified variance, the cost
incurred in the survey for the estimator 7js5 is less than the corresponding estimators
(Ti1,T;3). Similarly, the proposed alternative generalized chain ratio in regression esti-
mator Tj is also more efficient than the alternative estimators (7}2,774) for fixed sample
sizes (n’,n) and for the fixed cost C' < Cy. Further, for specified variance, the cost
incurred in the survey for the estimator Tjs is less than the corresponding estimators
(T2,T14). However, in the present study, it has been observed that the conventional
estimator Tj5 is more efficient than the alternative estimator Tjg for fixed sample sizes
(n',n) and for the fixed cost C' < Cy and the cost incurred during the survey for T is
also found to be less than the alternative estimator Tjg.
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Appendix

Let B B B

U =Y1+e) z* = X(1+e1), T = X(1+e2), @ = X(1+e3), 2 = Z(1 + &4),
Syz = Syz(1+¢5), 5% = S%(1 + g), s2 = S2(1 +£7), such that E(g,) = 0 and |g,| <1V

(=0,1,...,7.
Now, using SRSWOR method of sampling, we have

V(y") / Wa(k —1) oy VE) _ f Wo(k
2 2 2 2
Be) = 55 = 3G+ CQuo P =~ =3¢ n
V) _ f V(@) !
2y _ 2 2 2
E(€2) - XQ - ECI’E( 3) - XQ - ﬁ T
2 V@) f s 2 V(Sya) 2 V(52)
E(64) = ZQ - /CZ7E( 5) Sgi ?E(EG) - S:% 9
V(s2) Cov(y*,z*) f Wa(k—1)
E(é’%) = S% 7E(€0€1) - Y X - Cya: n ny(2)7
Cov(y*, T Cov(y*, 7’ !
E(5052) = }—/.(Z{Y) = jcywaE(EOJ':S) = }—/(-yX—> = %Cywa
Cov(y*, z ! Cov(y
E(eoeq) = }Eyz) / CyzaE(EOEE)) (l{q ) _ = [05;
Cov(y 5’2 Cov(y*, s
E(eoee) = 5(/52) = pog, E(eoer) = }E:lfgg ) _ Ko7
Cov(z*, 7’ ! Cov(z*, z !
E(gie3) = E(Z) = EC”%’E(&Q) = )((Z ) = %Cm,
Cov(z*, 8ys) Cov(z*, 52)
E(eie5) = — =2 = 15, E(e166) = ——==0—2> = 116,
X5S,0 X 32
Cov(z, 7 ! Cov(z, 7 !
E(EQEg) = )((2) = ;C%,E(Egéq) == AX(Z) = %sz,
_ Cov(z,Sy:) _ Cov(z,s3)
E(ees) = XS, pos, E(e2e7) = X5 o,
Cov(Z,Z") f Cov(Z, Sye)
E(eses) = "2 = Oy, Eeses) = — =2 = ugs,
XZ / XSys
Cov (7', 52 Cov(¥', s>
E(eses) = )((S%) = p3e, E(eser) = )§S§) = p37,
Cov(Z', Sy Cov(Z', 52
E(€4€5) E 4 ) = N45>E(5456) = # = 46,

752



Electronic Journal of Applied Statistical Analysis 79

Cov(Z, s Cov(8,,, 52
E(eqer) = Z(SZCC) = paz, E(eses) = 5(,y52) = W56, (56)
x yr-e
Cov(S, vy 52
E(E5E7) = # = MUs7 (57)

SyaS3

Theorem 1: The bias of the estimators 75 and Tjg up to the terms of order (n=1!)
are given by

I {oq(oq +1)

Bias(1j5) = 64 [—uls + p1e + 35 — H36 — Q1 flas + O flae + i 5 c? - 041sz}]

(58)

and

OCQ(CKQ + 1)

5 c? - aQOM}]

(59)

/
Bias(Tis) = th [_M% + po7 + p3s — p37 — Qiafias + Qofia7 + % {

where 6 = Y%’f
x

Proof: The estimator Tj5 is given as

—x * | = Z\" %
Tis =19 —l—bym |:1‘/ <2/) —x:|
—x gym —/ Z “ —%

The estimator Tj5 can be expressed in terms of g;’s as

= Sm(1+65)
Tis=Y(1 =
5 =Y (1+ e+ i)

[X(l + £3) (ZGZMYI —~X(1+ 51)]

= (1t e0) + X214 25)(1 4 €0) 7 [(L+ep)(1 2™ — (1+e1)]

_ 1
=Y (1 +e0) + 61(1+e5)(1 — 6 +€2,..)(1 + e3) (1 — s + O”(O‘;Hgi, > )
—01(1+e5)(1 —eg+€2,..) (1 +€1)

After solving and neglecting the terms of £;’s having power more than two, we get

Tis =Y =Yeg +01{e3 —e1 — 164 — €165 + €166 + €365 — €366 — Q16465 }

aj(og +1) (61)

+ 01{ane466 — 18364 + 5 €2}
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On taking the expectation on both side of equation (61), we get the bias of the
estimator 75 which is given as

Bias(Tl5) ZYE(&)) + 64 {E(Eg) — E(E1) — a1E(E4) - E(€1€5) + E(é‘lé‘a) + E(€3€5)
041(04; + 1>E(5i)}
(62)

—E(€3€6) — OqE(€4€5) + o (6466) — OqE(€3€4) +

Now, using the results on the expectations from equation (42-57) and after solving,
we get the expression for the bias of the estimator 7j5 which is given in equation (58).
The estimator Tjg is given as

Z\
ro=r e (2)" -]

o S [ 2\
—ymg[w”(z/) ‘x]

The estimator Tjg can be expressed in terms of €;’s as

_ _ = a9
Tig = V(1 + o) + Sgitt=s) [X(l +e3) (ﬁ) X0+ 52)]

=Y(1+eo)+ Xig(l t+es)(l+er)  [T+es)(l+es) ™ —(1+e)]

= Y(1+80)+(91(1-}-65)(1—874-6%, ) |:(1 + 63) (1 — (€4 + WSZ, > — (1 + 82):|

After solving and neglecting the terms of ¢;’s having power more than two, we get

Tis — Y :}760 + 64 {53 — €9 — (€4 — E9E5 + €2E7 + E€3E5 — €367 — (I2E4E5
a2(a2 + 1) 2} (63)

Fazeaer — Qgeseq + ¢

On taking the expectation on both side of equation (63), we get the bias of estimator
T which is given as

Bias(Tie) =Y E(eo) + 01 {E(e3) — E(e2) — asE(es) — E(e2es) + E(e2e7) + E(eses)
2l e
(64)

—FE(eser) — agE(e4e5) + ao(e4e7) — aaE(e3eq) +

Now, using the results on the expectations from equation (42-57) and after solving, we
get the expression for the bias of the estimator Tj¢ which is given in equation (59).
Hence the proof.
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Theorem 2: The expressions for mean square errors of the estimators 1; 5 and T; ¢ up
to the terms of order (n~!) are given by

o oaff1 1 Wa(k
MSE(:T[5) :V(g ) _ Y2 |:( _ /> p2 02 _ M {B202(2) QBCng(Q)}

n o n n
65
£ DPCECE | pepCEC, (%5)
R e B o
and
L1 1 I ope.CaC? Pyapy-CEC.
_ ok 2 2 2 2Py ™~y 'z YyrPyz~y
_ (66)
where B = R,B %23”, :§.

Proof: By squaring and taking the expectation on both sides of equation (61), we get

MSE'(Tlg,) = E[Tlg) — Y]Q =F [Y&‘o + 04 {63 — €1 — (N1E4 — E€1€5 + E1E6 + €3E5 — €3€E¢

aj(ap +1 2
—(E4E5 + (N1E4E6 — (N 1E3EY + 1(;)5?1”
(67)
= E[ + 9153 + 9151 + 91a154 +2Y 01063 — 2Y 012061 — 2Y 0106084 — 29%5153

—201a15354 + 29%0(16164 + ..

Neglecting the terms of ¢;’s having power more than two, we get
MSE(Ty5) = Y2E(ed) + 03E(e2) + 02 E(%) 4 033 E(e3) 4 2Y 01 E(coe3) — 2Y 01 E(gpe1)

—2Y 0101 E(egey) — 202 E(e163) — 203016364 + 20301 E(e164))

Now, using the results on the expectations from equation (42-57) and after solving, we
get the expression for mean square error of the estimators 7} 5 which is given in equation
(65).

Similarly by squaring and taking the expectation on both sides of equations (63), we
get

MSE(TI(,) = E[Tlﬁ — }7]2 :E[Y&‘o + 91{63 — €9 — (€ — E2€5 + €9€7 + €365 — £3€7

ag(az +1
— (2€4€5 + 2€4ET — (p€3E4 + M 4}]

(68)
= B[Y2e2 4+ 033 + 073 + 070a3e] + 2V 016063 — 2Y 016082 — 2Y O1anc0e4 — 2036963

—291a25354 + 201a25254 + ]
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Neglecting the terms of ¢;’s having power more than two, we get
MSE(Ty) = Y2E(e3) + 03E(c3) + 07 E(e3) + 0303 E(e3) + 2Y 01 E(s0e3) — 2Y 01 E(gp2)

—2}791a2E(50€4) — ZG%E(EQEB) — 20%042E(€354) + 29%0&2E(€2€4)]

Now, using the results on the expectations from equation (42-57) and after solving,
we get the expression for mean square error of the estimators 7;¢g, which is given in
equation (66). Hence the proof.

Theorem 3: The minimum mean square errors of the estimators Tj5 and Tjg are given
by

x - 1 1 Wo(k —1
MSE(Ti5)min = V(§*) — Y? Kn - n’) P?ﬂ 05 - 2(n) {3205(2) - QBny@)}
e o
=+ ﬁpyzoy
(69)

and
— 1 1 !
MSE (T = V() - 7 |(5 - ) sl + L2l (70)

n
Proof: On differentiating the expressions of M.SE(T}5) and M SE(T}s) given in equa-
tions (65) and (66) with respect to oy and ay we get

Pyz Gz and Q2opt = Pyz Oy

alopt = Pyx C. - Pyzx sz

Now, after putting the optimum values of a; and a9 in the expressions of MSE(T5)
and M SE(T;s) which are given in equations (65) and (66), we get the minimum mean
square errors of the estimators Tj5 and Tjg, which are given in equations (69) and (70).
Hence the proof.
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