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Abstract: Non-symmetric Correspondence analysis is a method increasingly used 
in place of classical correspondence analysis to portray the asymmetric 
association of two categorical variables. In this paper we investigate the 
reliability of graphical displays illustrating variable prediction, by looking at 
inferential aspects of  the sampling variation of the configuration of points, using 
a bootstrap approach. 
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1. Introduction 
 
Non-symmetric correspondence analysis (NSCA) [3] is an exploratory technique for graphically 
representing the asymmetric association between two categorical variables. Conversely to 
correspondence analysis (CA), when there exists an asymmetric association between variables, 
i.e. one variable is logically antecedent to the other one, an informative analysis can be based on 
the partition of the asymmetric Goodman-Kruskal tau index [6]. Indeed, it is the decomposition 
of this measure of predictability that lies at the heart of non-symmetric correspondence analysis. 
As the reliability of graphical displays illustrating the asymmetric variable association is of great 
interest to users, in this paper we aim to discuss inferential aspects in the sampling variation of 
the configuration of points, using a complete bootstrap approach. Our focus is on deriving 
confidence regions (CRs) for each data point in a low-dimensional plot or biplot via bootstrap 
resampling [15, 16]. The complete bootstrap approach for constructing CRs around row and 
column points is based on the difference, along latent (unobserved) variables or axes, between 
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sample and population points, coming from the NSCA of the original and re-sampled 
contingency tables. 
 
 
2. Bootstrap sampling and Non-symmetrical correspondence analysis in 
brief 
 
Consider an I× J two-way contingency table, where the (i, j)th relative frequency is denoted by 

ijp . Define the i.th row relative marginal frequency by ∑
=

• =
J

1j
iji pp  and the j.th column relative 

marginal frequency by ∑
=

• =
I

1i
ijj pp . Suppose now we treat the column variable as a predictor and 

the row variable as its response. For such an asymmetrically associated variable structure, non-
symmetrical correspondence analysis can be used to provide a graphical summary of the row and 
column points. By decomposing the centered column profile (via the generalised singular value 
decomposition, GSVD) [9, 11] we get the singular values ( )M21 ,,, λλλ …  and the associated left 
and right latent variables or singular vectors ima  and jmb , which are orthonormal in an 
unweighted and weighted metric, respectively.  
In a typical asymmetric biplot display the row (response) and column (predictor) coordinates 
along the m.th axis are defined in terms of standard and principal coordinates (using Greenacre’s 
terminology) imim af =  and mjmjm bg λ= , respectively. Another common plot shows both in 
principal coordinates, i.e. mimim af λ=  and mjmjm bg λ= .  
In practice the squared norm of the centered column profile is equal to the numerator of the 
Goodman-Kruskal tau index which, apart from multiplicative constants, follows a chi-squared 
distribution with (I–1)(J–1) degrees of freedom (C-statistic) [12]. For NSCA, the variation of the 
row and column categories can be measured such that this numerator is: 
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In order to investigate the stability of behaviour of the response and predictor categories, we 
study the sampling variation and assume as a credible model the multinomial distribution. A 
large number (B=1000) of resampled contingency tables, constructed by bootstrapping with 
column margins equal to the original table, are taken. Balbi [1], following Greenacre’s approach, 
describes a method, sometimes called a partial bootstrap, that ignores variation in the axes. The 
many bootstrap row and column points are projected onto the same sample axes, allowing 
convex hull to be drawn around them as ad hoc CRs. In contrast the approach here takes into 
consideration the variation in the axes, deriving elliptical CRs. 
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3. Elliptical Confidence Regions  
 
Among several definitions of stability [7, 14], here we consider external stability, the degree of 
sensitivity of correspondence analysis to changes in the data. 
Various strategies have previously been proposed that discuss a variety of different ways to 
obtain CRs for classical and multiple, symmetric and non-symmetric correspondence analysis. 
Without going into construction details, we can distinguish between parametric and non-
parametric (or semi-parametric) procedures. Parametric regions are derived in a purely algebraic 
way, which may be circular [10] or elliptical [2, 4]. Non-parametric regions are based on 
asymptotic statistics, such as confidence ellipses calculated by the delta method [5; pp. 408-415], 
and bootstrap-based regions such as CRs by Markus [14], convex hulls by Greenacre [8; pp. 194-
197] and elliptical CRs by Ringrose [16]. Apart from Ringrose, on which the present work is 
based, all previous regions have looked directly at the variability in only the sample points 
projected onto the sample axes, and so have, implicitly, compared sample and population points 
projected onto different sets of axes. This can be seen by considering the sample points )(x  that 
are projected onto the sample axis or latent variable )(a  and the population points )(θ  onto the 
population axis or latent variable )(α , so that they are evaluating the variation of sample and 
population points projected onto different axes, i.e. )''var( θα−xa . In this paper we consider the 
variation between the sample )(x  and population points )(θ  on the same axes, so that CRs are 
based on the variance in the difference between the sample point and the population point, when 
both are projected onto the sample axes, i.e. ))('var( θ−xa . This is as in Ringrose [16], which 
describes bootstrap CRs for classical correspondence analysis. In synthesis, we require that a 
100(1-α)% CR should contain, 100(1-α)% of the time, the population point projected onto the 
sample axes and not onto the population axes, which represent a different set of axes to the ones 
we are looking at and are of scarce interest. The study of point configuration stability is 
particularly important in assessing the reliability of the analysis results, which in the case of 
NSCA means the reliability of the column categories in predicting the row categories. 
 
 
4. Example  
 
Consider the well-known two-way contingency table that cross-classifies a mother’s attachment 
to her child, and the child’s response to their mother’s level of attachment, based on an extensive 
study of mother–child attachment, that has already been presented in literature in symmetrical [2; 
16] and asymmetrical analysis [9]. The column variable is defined as Mother Attachment 
Classification and the row variable is defined as Infant Response. The four column categories are 
a result of the adult attachment interview (DISMISSING, AUTONOMOUS, PREOCCUPIED, 
UNRESOLVED), while the four row categories (avoidant, secure, resistant, disorganized) 
organize infant behavior. It is apparent that the association structure between Mother Attachment 
Level and Infant Response may be treated asymmetrically, and as a consequence the nature of the 
asymmetric association can be portrayed by considering NSCA. The Goodman-Kruskal tau 
numerator is 1259.0num =τ  and the C–statistic is 326.51, therefore there is a statistically 
significant (p-value < 0.0001) prediction of the row (response) variable (infant response) by the 
column (predictor) variable (mother attachment). In order to portray the asymmetric association 
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and the CRs around the row and column categories, we can consider different graphical displays 
like classical plot or biplot which enhance the inertia representation of the point cloud or the 
asymmetric relationship, respectively. Here we portray a two-dimensional, column metric 
preserving, biplot of the asymmetric association, in Figures 1 and 2. The origin of the plot 
represents the row marginal distribution, i.e. independence of rows from columns. In Figures 1 
and 2, the bootstrap confidence ellipses of Ringrose are superimposed on the predictor and 
response categories, respectively. 
 

  
                  Figure 1. Biplot and CRs on rows. Figure 2. Biplot and CRs on columns. 
 
The relative size of column and row regions is consistent with their relative stability. That is, the 
regions for the categories Resistent and PREOCCUPIED in both figures dominate. However, by 
taking into consideration the unequal role of these two categories, we observe that the region for 
PREOCCUPIED is very large and close to the origin which indicates that this column category 
does not play an important role in the prediction of infant behavior. Indeed, the strict sizes 
associated with elliptically generated regions, such as AUTONOMOUS, reflect the predictive 
usefulness of column categories for the accuracy of prediction of infant behavior. On the other 
side, looking at the CRs sizes of rows, we can argue the reliability of the prediction when the 
regions are smaller, it is the case of secure infants predicted by AUTONOMOUS mothers, and to 
a lesser extent of disorganized infants by UNRESOLVED mothers and of avoidant children by 
DISMISSING mothers.  
 
 
5. Conclusion 
 
Among different variants of correspondence analysis, NSCA is a suitable method of graphically 
exploring the asymmetric association of two categorical variables in contingency tables. The 
study of stability in graphical representation of NSCA via bootstrapping is of particular interest 
for cases when we cannot make strong distributional assumptions. We have drawn attention to 
assess the sampling variation and the derivation of elliptical CRs in graphical displays, in order 
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to make a complete bootstrap approach. Further research can be made to derive CRs in multiple 
correspondence analysis and related strategies [13].  
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