PERMUTATION TEST FOR GROUP COMPARISON IN PLS-PATH MODELING
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Abstract: In the present paper we consider a group comparison in PLS-Path Modeling. The aim of this methodology is to verify whether significant differences between the two groups in terms of path coefficient exist. The method used to test such differences is the Permutation test, that is a test of randomization that provides a non-parameter option. Using real data, we show how the permutation procedure can be used to understand whether the two groups differ.
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1. Introduction

The advanced procedures to compare multiple-groups were implemented in SEM-Covariance-Based. The Multi-groups Structural Equation Models allow you to examine models simultaneously across multiple samples. This happens through the study of the invariance [11,12,14] which proceeds sequentially through a series of steps each of which introduces additional constraints with respect to the initial model. In the absence of constraints between groups each group can be analyzed separately, while in presence of constraints between groups the data of all groups must be analyzed simultaneously. The basic requirement for a model of multiple groups is that populations are clearly defined and the samples are independent (i.e males and females). By means of multi-group models, any assumptions concerning the invariance can be examined, considering as extreme assumptions those in which:
• all parameters are not invariant (there are not constraints on parameters);
• all parameters are invariant (all parameters are constrained);
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In the present paper we consider a group comparison in PLS-Path Modeling. The aim is to verify whether significant differences between the two groups\(^1\) in terms of path coefficient exist. The method to verify such significant differences is the Permutation test, that is a test of randomization that provides a non-parameter option.

The paper is organized as follow: in Section 2, the permutation procedure is shown. In Section 3 a case study will is shown and in Section 4 a discussion is shown.

2. Group Comparison in PLS-Path Modeling

As previously alluded, the advanced procedures to compare multiple-groups were implemented in SEM-Covariance-Based. This approach, however, implies numerous questions about the propriety of the data and the size of the sample. Another less restrictive way to test structural equation models between groups is the use of Partial Least Squares (PLS). The researchers often examine and discuss just the difference in the size of the estimates of the paths of two or more sets of the data. When we estimate the meaning of the differences of the paths of a particular model for two or more sets of the data, a \textit{t-test} based on the standard errors is obtained by means of a re-sampling procedure like bootstrap\(^2\). Yet, problems may rise if the assumption of a normal population or of a similar group sample size is not met. An alternative approach, i.e. a permutation or randomization procedure \cite{3,8} is available, in which a subset of all the possible data permutations of the data between the sample groups is constructed.

2.1 The Permutation Procedure

Randomization or permutation procedures are the favorite tests of significance for non-normal data. These techniques are considered \textit{distribution–free tests} in that they require no parametric assumptions. Randomization tests should not be viewed as alternative to parametric statistical tests; rather, they should be considered as tests for that particular empirical form to be examined. The procedure for a permutation test based on random assignment, as described by Edington (1987) \cite{7} and Good (2000) \cite{9}, and subsequently illustrated by Chin and Dibbern (2010)\cite{4}, is carried out in the following way:

1. A test statistic is computed for data.
2. The data are permuted (divided or re-arranged) repeatedly in a way consistent with the random assignment procedure. With two or more samples, all observations are combined into a single large sample before being rearranged. The test statistic is computed for each of the resulting data permutations;
3. The proportion of the permutations of the data in the set of reference having the values of the test statistic \(\geq\) (or for some statistic tests, \(\leq\)) to the value of the results obtained experimentally is the \textit{P-value}, that is the minimal level of significance to which it is possible to reject the null hypothesis.

---

\(^1\) Adding just one more group results in a dramatic increase in the number of permutations, and the numbers are so dramatically high that they will forever be out of reach of computers \cite{5}

\(^2\) The bootstrap method:

1) Compute the difference in the parameter for two groups (i.e. the difference between path coefficients);
2) Separate the data into groups and run bootstrap re-samplings for each group. Path coefficients are calculated in each re-sampling and the standard error estimated are treated in a parametric sense via \textit{t-tests} \cite{2}
When the basis for the permutation of the data is the random attribution, the permutation test is often referred to as “Randomization-test”. This previous definition is wide enough to include procedures called randomization tests that depend on both random samples and randomization. The modern concept of randomization is, however, a permutation test which is just based on randomization, where it is not important the way by which the sample has been chosen. As Edington (1987) underlines, a permutation test based on randomization “is valid for any type of sample, regardless of the way the sample is chosen”.

The null and alternative hypothesis to be tested to compare the PLS parameter (path coefficients) estimations between two independent groups G1 (m11,m21,…,m1l) and G1 (m11,m21,…,mkl) are H0: path coefficients are not significantly different; H1: path coefficients are significantly different.

3. The case study

In this study, the innovative performance of the Manufacturing Enterprises in Campania has been evaluated. To evaluate the degree of innovation achieved by enterprises, the survey data UniCredit-2007 [18] concerning Campania have been used. The enterprises under study are those of the first, second and third sectors based on Pavitt classification [13]: supplied dominated, scale intensive, specialized supplied. In particular, the enterprises of different sectors have been compared by means of the group comparison. The LVs and their corresponding MVs identified in the present study are:

Table 1. Latent and Manifest Variables.

<table>
<thead>
<tr>
<th>Latent Variables</th>
<th>Manifest Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Company Size</td>
<td>• Turnover</td>
</tr>
<tr>
<td></td>
<td>• Number of employees;</td>
</tr>
<tr>
<td>Investment Activity</td>
<td>• Fixed asset costs (Plants, Machinery and equipment);</td>
</tr>
<tr>
<td></td>
<td>• Information and Communication Technology costs;</td>
</tr>
<tr>
<td>Human Capital</td>
<td>Sub-division of employed with qualification:</td>
</tr>
<tr>
<td></td>
<td>• Primary and Secondary schools;</td>
</tr>
<tr>
<td></td>
<td>• High school- certificate/degree;</td>
</tr>
<tr>
<td></td>
<td>• Number of employees with a degree in 2006;</td>
</tr>
<tr>
<td></td>
<td>• Employees in R&amp;D;</td>
</tr>
<tr>
<td>Innovative Activity</td>
<td>• Costs in R&amp;D internal;</td>
</tr>
<tr>
<td></td>
<td>• Costs in R&amp;D external;</td>
</tr>
<tr>
<td></td>
<td>• Other costs in technology Innovation (purchase of plants, equipment designed for the introduction of new products/processes, purchase of other technology, innovative marketing products etc.)</td>
</tr>
<tr>
<td>Degree of Innovation Diffusion</td>
<td>• Product innovation;</td>
</tr>
<tr>
<td></td>
<td>• Processes innovation;</td>
</tr>
<tr>
<td></td>
<td>• Contextual adoption of product and process innovation.</td>
</tr>
</tbody>
</table>

The existence of meaningful relations between the following LVs has been measured:
1) Company Size and Innovation Activity;
2) Investment Activity and Innovation Activity;
3) Company Size and Investment Activity;
4) Human Capital and Degree of diffusion Innovation
5) *Innovation Activity* and *Degree of diffusion Innovation*;

Before proceeding to the estimation of the parameters we have verified the unidimensionality of the VMs blocks by means of Dillon-Goldstein’s rho [6]. A blocks is unidimensionality if this index is > 0.7. The value of the index is > 0.7 for all the observed VMs blocks. To estimate the parameters of the model, we have used the module R-package [19]. The variables have all been standardized. To calculate the inner estimates of the latent variables, we have used the path weighting scheme. The table 2 shows the bootstrap results for path coefficients[1]. The bootstrapping analysis allows for the statistical testing of the hypothesis H0: \( w = 0 \) (w can be any parameter estimated by PLS) against the alternative hypothesis H1: \( w \neq 0 \).

In particular, bootstrap has been based on 100 samples. From bootstrap analysis we infer a significance of all the links (T-statistics > 2) except the link between the Investment Activity and Innovative Activity (T-statistics < 2).

Table 2. Bootstrap results for path coefficients.

<table>
<thead>
<tr>
<th>Company Size → Investment Activity</th>
<th>Original</th>
<th>Mean.Boot</th>
<th>Std.Err</th>
<th>T-Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.72</td>
<td>0.71</td>
<td>0.14</td>
<td>5.14**</td>
</tr>
<tr>
<td>Company Size → Innovative Activity</td>
<td>0.69</td>
<td>0.62</td>
<td>0.15</td>
<td>4.60**</td>
</tr>
<tr>
<td>Investments Activity → Innovative Activity</td>
<td>0.09</td>
<td>0.11</td>
<td>0.18</td>
<td>0.50</td>
</tr>
<tr>
<td>Human Capital → Degree of Diffusion Innovation</td>
<td>0.28</td>
<td>0.29</td>
<td>0.07</td>
<td>4.00**</td>
</tr>
<tr>
<td>Innovative Activity → Degree of Diffusion Innovation</td>
<td>0.37</td>
<td>0.39</td>
<td>0.08</td>
<td>4.63**</td>
</tr>
</tbody>
</table>

**significant 5%**

3.1 *Group Comparison: Permutation test*

To compare the enterprises of the first, second and third sectors according to Pavitt Classification, two groups have been created:

- **Group.1**: all the enterprises of the first sector (*supplied dominated*)- 43 units- belong to this group;
- **Group.2**: the enterprises of the second (*scale intensive*) and third (*specialized supplied*) sectors- 47 units- have been considered in this group.

As it is well-known, the aim of this methodology is to verify whether significant differences between the two groups in terms of path coefficient exist. The method used to test such differences is the Permutation test. The table 3 shows the obtained results. The first column shows the path coefficients for Group1, the second column the path coefficients for Group2. Likewise, the third column contains the absolute difference of path coefficient between the two groups. In contrast, the fourth column has the p-value of permutation test. In particular, the significantly different path coefficients (p-value of the permutation test < 0.05) are those in bold. The first significant difference may be explained by the fact that the enterprises of the second group (*scale intensive/specialized supplied*) are those that give more importance to the fixed investment. As concerns the second significant difference, instead, the enterprises of the traditional sectors (*supplied-dominated*) actually attract more labor and provide a higher weight of the human capital on the degree of diffusion innovation (Figure 1).
Table 3. Group Comparison: Permutation Test.

<table>
<thead>
<tr>
<th></th>
<th>G1</th>
<th>G2</th>
<th>Diff.Abs</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Company Size → Investments Activity</td>
<td>0.53</td>
<td>0.89</td>
<td>0.36</td>
<td>0.04**</td>
</tr>
<tr>
<td>Company Size → Innovative Activity</td>
<td>0.73</td>
<td>0.72</td>
<td>0.01</td>
<td>0.98</td>
</tr>
<tr>
<td>Investment Activity → Innovative Activity</td>
<td>0.10</td>
<td>0.03</td>
<td>0.07</td>
<td>0.83</td>
</tr>
<tr>
<td>Human Capital → Degree of Diffusion Innovation</td>
<td>0.34</td>
<td>-0.08</td>
<td>0.42</td>
<td>0.01**</td>
</tr>
<tr>
<td>Innovative Activity → Degree of Diffusion Innovation</td>
<td>0.36</td>
<td>0.4</td>
<td>0.04</td>
<td>0.85</td>
</tr>
</tbody>
</table>

**significant 5%**

Figure 1. Group Comparison.

4. Discussion

The aim of the present work has been to show, by means a real application, the method to compare two independent groups in the context of PLS-Path Modeling. The method to verify whether significant differences in term of path coefficients exist is the Permutation test or randomization procedure. This procedures are the favorite test of significant for non-normal data. Permutation tests exist for any test statistic, regardless of whether or not its distribution is known. Permutation tests can be used for analyzing unbalanced designs and for combining dependent tests on mixtures of categorical, ordinal, and metric data [15]. Attractive as they are, permutation tests also have drawbacks. Are primarily used to provide p-value and their implementation requires a case-by-case examination, with new codes to be written for each specific problem. Permutation tests are computationally heavy; in general, complete enumeration of $n!$ permutations is infeasible, and a sampling strategy has to be adopted. This latter aspect indicates similarities between permutation tests and other re-sampling techniques such as bootstrap; contrary to bootstrap-based tests, however, permutation tests, irrespective of the sample size, are exact tests [16].

Good (2000) explains the difference between permutation tests and bootstrap tests the following way: "Permutations test hypotheses concerning distributions; bootstraps test hypotheses concerning parameters."
Recent monographs, providing theoretical results and large numbers of applications along with softwares, are [10] and [17].
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